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Abstract — Penyebaran cacar monyet yang cepat dan sulit dikendalikan membutuhkan metode prediksi penyakit yang akurat. 

Kesalahan prediksi false negative menyebabkan infeksi tidak terdeteksi. Sebaliknya, diagnosis false positive menimbulkan kecemasan 

yang tidak perlu dan membebani fasilitas kesehatan dengan kasus yang sebenarnya tidak terinfeksi. Penelitian ini dilakukan untuk 

mengetahui pengaruh SelectKBest dan SMOTEENN terhadap akurasi model klasifikasi penyakit cacar monyet. Dataset yang digunakan 

berisi rekam medis gejala klinis pasien cacar monyet dengan dimensi (25000, 11). Tahapan pengolahan data meliputi pengumpulan data, 

analisis data eksploratif (EDA), prapemrosesan, pemodelan, dan evaluasi. Penelitian ini menggunakan empat variasi dataset, yaitu 

dataset asli tanpa modifikasi, dataset hasil seleksi fitur dengan SelectKBest, dataset hasil resampling menggunakan SMOTEENN, dan 

dataset kombinasi SelectKBest dan SMOTEENN. Hasil penelitian menunjukkan kombinasi SelectKBest dan SMOTEENN terbukti paling 

efektif meningkatkan akurasi model klasifikasi. Algoritma XGBoost mencapai akurasi sebesar 100%, diikuti oleh Gradient Boosting 

dengan akurasi 98,57%, dan AdaBoost sebesar 89,97% Temuan ini menunjukkan bahwa pemilihan fitur yang tepat yang dikombinasikan 

dengan metode resampling data meningkatkan performa model dalam klasifikasi penyakit cacar monyet. 

Kata kunci — cacar monyet, klasifikasi, selectkbest, SMOTEENN, machine learning 

 

I. PENDAHULUAN 

Pandemi merupakan wabah penyakit yang menyebar luas ke berbagai negara atau benua, dengan penyebaran yang sulit untuk 

dikendalikan [1]. Salah satu penyakit menular yang dikategorikan sebagai pandemi oleh WHO adalah cacar monyet (Monkeypox). 

Cacar monyet termasuk ke dalam kelompok virus Orthopox dari keluarga Poxviridae [2]. Penyakit ini dapat dengan cepat menyebar 

melalui kontak langsung dengan objek yang terkontaminasi.  

Cacar monyet dapat menyebabkan gejala serius seperti demam tinggi, ruam kulit yang menyakitkan, dan lesi kulit yang 

berpotensi meninggalkan bekas luka permanen [3]. Pada individu dengan imunitas rendah, seperti anak-anak, lansia, ibu hamil dan 

penderita komorbiditas, penyakit ini dapat menyebabkan komplikasi serius yang berujung pada kematian. Selain dampak kesehatan, 

cacar monyet juga memberikan dampak sosial dan psikologis. Stigma negatif terhadap pasien dapat memicu diskriminasi, isolasi 

sosial, dan tekanan mental yang berat. Secara ekonomi, wabah ini dapat menambah beban finansial akibat biaya pengobatan, 

karantina, dan gangguan aktivitas ekonomi. 

Dampak dari cacar monyet tidak hanya membebani sistem kesehatan, tetapi juga menghambat aktivitas sosial dan mengganggu 

stabilitas ekonomi. Hingga Maret 2025, WHO melaporkan 137.919 kasus terkonfirmasi di seluruh dunia dengan 317 kematian [4]. 

Di Indonesia, Kementerian Kesehatan mencatat 88 kasus terkonfirmasi hingga 17 Agustus 2024 [5]. Prediksi dini yang akurat 

sangat penting untuk mencegah penyebaran lebih luas dan dampak kesehatan yang lebih berat. Ketidakakuratan dalam prediksi 

dapat mengarah pada penanganan yang salah. Jika hasil prediksi menunjukkan negatif padahal sebenarnya positif (false negative) 

dapat menyebabkan infeksi tidak terdeteksi, memperburuk penyebaran dan keterlambatan perawatan. Sebaliknya, jika hasil prediksi 

menunjukkan positif padahal sebenarnya negatif (false positive), hal ini dapat menimbulkan kecemasan dan membebani fasilitas 

kesehatan dengan kasus yang sebenarnya tidak terinfeksi. 

Cacar monyet secara medis dapat dideteksi dengan tes molekuler menggunakan metode Polymerase Chain Reaction (PCR) [6]. 

Meskipun akurat, PCR memerlukan biaya tinggi untuk peralatan dan reagen, serta peralatan khusus dan keahlian teknis untuk 

prosedur dan interpretasi hasil, yang menjadi tantangan di laboratorium dengan sumber daya terbatas [7]. Sebagai alternatif, 

teknologi kecerdasan buatan telah digunakan untuk mendeteksi penyakit ini, terutama melalui metode klasifikasi, dengan berbagai 

algoritma pembelajaran mesin yang diterapkan untuk mengklasifikasikan gambar atau data medis yang berkaitan dengan cacar 

monyet. 



Scientific Student Journal for Information, Technology and Science                                                                ISSN: 2715-2766 

                              Vol. 7 No. 1, Januari 2026 

 

81 

 

Penelitian sebelumnya telah menguji berbagai metode untuk meningkatkan akurasi dalam klasifikasi cacar monyet. Hamdan 

& Ekmekci (2024) menerapkan metode voting pada algoritma K-Nearest Neighbors, Support Vector Classification, Random Forest, 

Naive Bayes, dan Gradient Boosting untuk meningkatkan akurasi klasifikasi penyakit cacar monyet [8]. Hasil penelitian ini 

menunjukkan bahwa kombinasi algoritma Gradient Boosting dengan metode voting menghasilkan akurasi tertinggi, yaitu 63%.  

Penelitian lain oleh Siena et al. (2025) menunjukkan bahwa penerapan SMOTEENN secara signifikan meningkatkan kinerja 

klasifikasi pada kasus cacar monyet dengan menggunakan algoritma Gradient Boosting, XGBoost, dan LightGBM [9]. Metode ini 

terbukti efektif dalam memperbaiki ketidakseimbangan kelas serta mengurangi noise, sehingga mampu meningkatkan akurasi 

semua model hingga mencapai 69%. Hasil penelitian tersebut menegaskan bahwa SMOTEENN merupakan metode yang efektif 

untuk mengatasi masalah ketidakseimbangan kelas dan noise, yang sering ditemukan pada dataset penyakit menular seperti cacar 

monyet.  

Penelitian selanjutnya oleh Nagro (2025) menunjukan bahwa algoritma Stacking Classifier yang dikombinasikan dengan dataset 

sintesis menggunakan CTGAN mampu meningkatkan akurasi klasifikasi cacar monyet secara signifikan [10]. Algoritma Stacking 

Classifier menunjukkan performa terbaik dengan akurasi 87,29%, mengungguli algoritma lain seperti LightGBM, XGBoost, LSTM, 

Tab Transformer, DenseNet-21, CNN, AdaBoost, Random Forest, Gradient Boosting, Decision Tree, SVM, dan Naïve Bayes. 

Penggunaan data sintetis terbukti efektif dalam mengatasi ketidakseimbangan kelas, sehingga meningkatkan akurasi model. 

Mengingat pentingnya model klasifikasi yang akurat untuk mencegah penyebaran lebih lanjut dan dampak kesehatan yang lebih 

berat, penelitian ini bertujuan untuk menganalisis pengaruh SelectKBest dan SMOTEEN terhadap akurasi model klasifikasi 

menggunakan algoritma Gradient Boosting, XGBoost dan AdaBoost. Diharapkan pendekatan ini dapat menghasilkan model dengan 

akurasi yang lebih tinggi serta memberikan kontribusi signifikan terhadap pengembangan teknik klasifikasi dalam konteks penyakit 

menular. 
 

II. METODE PENELITIAN 

 

 

Gambar 1 Metode Penelitian 

Berdasarkan Gambar 1, penelitian ini dilaksanakan dalam delapan tahap. Dimulai dengan pengumpulan data sebagai dasar 

analisis, dilanjutkan dengan Exploratory Data Analysis (EDA) untuk memahami karakteristik data. Selanjutnya, dilakukan 

pembersihan data dari missing value, duplikat, dan outlier, serta transformasi data kategorikal menjadi numerik. Tahap berikutnya 

adalah membuat empat variasi dataset berdasarkan pendekatan yang berbeda. Variasi pertama menggunakan dataset asli tanpa 

modifikasi. Variasi kedua menerapkan metode SelectKBest untuk melakukan seleksi fitur yang paling relevan. Variasi ketiga 

memanfaatkan metode SMOTEENN untuk menangani ketidakseimbangan kelas serta mengurangi noise. Variasi keempat 

menerapkan kombinasi SelectKBest dan SMOTEENN. Keempat variasi dataset ini kemudian dibagi menjadi 80% untuk data latih 

dan 20% untuk data uji. Tahap selanjutnya membuat model klasifikasi menggunakan algoritma Gradient Boosting, XGBoost, dan 

AdaBoost. Terakhir, performa model dievaluasi menggunakan Confusion Matrix berdasarkan metrik akurasi, presisi, recall, dan f1-

score. 
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A. Pengumpulan Data (Collecting Data) 

Pengumpulan data adalah proses memperoleh informasi, data, atau fakta dari berbagai sumber untuk mendukung analisis, 

penelitian, atau pengambilan keputusan [11]. Tahapan ini sangat penting dalam pengembangan model Machine Learning, karena 

kualitas dan kuantitas data secara langsung memengaruhi kinerja serta akurasi model yang dihasilkan. Dalam penelitian ini, data 

diperoleh dari situs Kaggle dan diakses pada 30 November 2024 [12]. Dataset yang digunakan terdiri dari 25.000 baris data dan 11 

kolom, yang menggambarkan berbagai gejala klinis yang dialami oleh pasien terinfeksi cacar monyet. Fitur-fitur dalam dataset ini 

mencakup: Systemic Illness, Rectal Pain, Sore Throat, Penile Oedema, Oral Lesions, Solitary Lesion, Swollen Tonsils, HIV 

Infection, Sexually Transmitted Infection, serta label Monkeypox yang menunjukkan status infeksi. Informasi lebih rinci mengenai 

dataset ini disajikan pada Tabel 1. 

Tabel 1 Dataset Pasien Cacar Monyet 

Feature Data Type 
Unique 

Count 
Unique Values 

Patient_ID Object 25000 P0, P1, P2, …, P24997, P24998, P24999 

Systemic Illness Object 4 None, Fever, Swollen Lymph Nodes, Muscle Ache 

Rectal Pain Bool 2 False, True 

Sore Throat Bool 2 False, True 

Penile Oedema Bool 2 False, True 

Oral Lesions Bool 2 False, True 

Solitary Lesion Bool 2 False, True 

Swollen Tonsils Bool 2 False, True 

HIV Infection Bool 2 False, True 

Sexually Transmitted Infection Bool 2 False, True 

MonkeyPox Object 2 Negative, Positive 

 

B. Exploratory Data Analysis (EDA) 

Exploratory Data Analysis (EDA) adalah tahap awal dalam analisis data yang bertujuan untuk memahami karakteristik dan 
struktur dataset [13]. Proses ini melibatkan penggunaan teknik statistik deskriptif dan visualisasi untuk mengeksplorasi distribusi 
data, mendeteksi anomali, serta mengidentifikasi hubungan antar variabel. EDA membantu peneliti dalam memeriksa asumsi dasar, 
mengajukan hipotesis awal tentang fitur yang mungkin relevan, dan mengidentifikasi potensi masalah sebelum tahap pemodelan. 
Aspek yang dianalisis meliputi statistik deskriptif, visualisasi (seperti histogram dan scatter plot), analisis korelasi, serta deteksi 
outlier dan anomali data. 

C. Data Preprocessing 

Preprocessing adalah serangkaian langkah yang dilakukan untuk mempersiapkan dataset agar siap digunakan dalam proses 
pemodelan [14]. Tahap ini mencakup berbagai proses seperti pembersihan data (data cleaning), normalisasi atau standarisasi, 
penanganan missing value, transformasi data, seleksi fitur, serta resampling data. Pada penelitian ini, tahap preprocessing yang 
akan dilakukan antara lain : 

1. Transformasi Data (Data Transformation) 

Data Transformation adalah proses mengubah dataset menjadi format yang dapat digunakan untuk analisis dan pemodelan 
Machine Learning [15]. Pada tahap ini, dilakukan proses encoding untuk mengonversi data kategorikal menjadi bentuk numerik 
agar dapat digunakan dalam pelatihan model klasifikasi. Dalam penelitian ini, dua metode transformasi data yang akan digunakan 
adalah Label Encoding dan One-Hot Encoding. Label Encoding adalah metode yang digunakan untuk mengubah data kategorikal 
menjadi numerik, di mana setiap kategori unik diberikan nilai integer [16]. Metode ini cocok digunakan ketika data kategorikal 
memiliki urutan atau ordinalitas, seperti peringkat atau tingkat, di mana perbedaan antar kategori dapat diukur. One-Hot Encoding 
adalah metode yang mengubah data kategorikal menjadi representasi biner dengan membuat kolom baru untuk setiap kategori unik. 
Dalam teknik ini, hanya satu kolom yang bernilai 1 (untuk kategori yang relevan), sementara kolom lainnya bernilai 0. Metode ini 
lebih tepat digunakan ketika data kategorikal tidak memiliki urutan atau ordinalitas. 

2. Seleksi Fitur (Feature Selection) 

Seleksi fitur adalah proses memilih fitur paling relevan dan berpengaruh terhadap target yang ingin diprediksi dalam sebuah 

model Machine Learning [17]. Pada penelitian ini, metode seleksi fitur yang diterapkan adalah SelectKBest, yang berfungsi untuk 

memilih fitur-fitur terbaik dari dataset berdasarkan hubungan korelasi dengan variabel target [18]. Metode ini bekerja dengan 

menghitung skor relevansi antara setiap fitur dan target, kemudian memilih K fitur teratas dengan skor tertinggi untuk digunakan 

dalam proses pelatihan model. Tujuan dari metode ini adalah untuk meningkatkan akurasi model dengan mengeliminasi fitur-fitur 

yang tidak relevan atau kurang berpengaruh terhadap target. Skor setiap fitur terhadap target dihitung menggunakan Persamaan (1), 

dan fitur-fitur dengan skor tertinggi dipilih hingga mencapai jumlah fitur yang telah ditentukan (K).  

𝑋2 = ∑  
(𝑂𝑖−𝐸𝑖) 2

𝐸𝑖
                                       (1) 
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Keterangan :  

𝑂𝑖  = Frekuensi yang diamati 

 𝐸𝑖  = Frekuensi yang diharapkan 

3. Data Resampling 

Resampling data merupakan teknik statistik yang digunakan untuk membuat sampel data baru dari satu sampel data yang sudah 

ada [19]. Tujuan utama dari resampling adalah untuk mengatasi masalah ketidakseimbangan kelas yang dapat menurunkan kinerja 

model Machine Learning, terutama dalam mengenali kelas minoritas. Dalam penelitian ini, teknik resampling yang digunakan 

adalah SMOTEENN, yang merupakan gabungan dari SMOTE (Synthetic Minority Over-sampling Technique) dan ENN (Edited 

Nearest Neighbors). SMOTE diterapkan untuk menghasilkan data sintetis dari kelas minoritas dengan tujuan untuk 

menyeimbangkan jumlah data antara setiap kelas [19]. Sementara itu, ENN berfungsi untuk meningkatkan kualitas data dengan 

menghapus data yang dianggap sebagai noise atau hasil klasifikasi yang salah berdasarkan algoritma k-Nearest Neighbors (k-NN) 

[20]. Kombinasi kedua teknik ini menghasilkan dataset yang tidak hanya lebih seimbang secara kuantitatif, tetapi juga lebih bersih 

dan representatif. 

D. Pembuatan Model Klasifikasi (Classification Modelling) 

Classification Modelling adalah proses melatih model komputer menggunakan teknik supervised learning untuk mengenali pola 

dalam data, sehingga model dapat memprediksi kelas atau kategori pada data baru [21]. Dalam penelitian ini, tiga algoritma yang 

digunakan adalah Gradient Boosting, XGBoost dan AdaBoost. 

1. Gradient Boosting 

Gradient Boosting merupakan algoritma pembelajaran mesin yang tergolong dalam metode ensemble [9]. Algoritma ini 

berfungsi dengan cara membangun model secara berurutan, di mana setiap model baru yang ditambahkan bertujuan untuk 

mengoreksi kesalahan yang ada pada model sebelumnya. Model yang digunakan biasanya berupa pohon keputusan sederhana (weak 

learners). Proses ini dilakukan dengan meminimalkan error menggunakan pendekatan gradien dari fungsi loss, sehingga disebut 

Gradient Boosting. Dengan menggabungkan banyak model lemah, Gradient Boosting mampu membentuk model yang kuat dan 

menghasilkan prediksi yang akurat. 

2. Extreme Gradient Boosting (XGBoost) 

XGBoost adalah algoritma Machine Learning berbasis pohon keputusan yang bekerja dengan membangun serangkaian pohon 

secara bertahap [22]. Setiap pohon yang dibangun bertujuan untuk memperbaiki kesalahan prediksi yang dihasilkan oleh pohon 

sebelumnya. Salah satu keunggulan XGBoost dibandingkan algoritma boosting lainnya adalah diperkenalkannya konsep 

regularisasi ke dalam fungsi objektif, yang berfungsi untuk mengurangi risiko overfitting [23]. Fungsi objektif dari XGBoost 

dijelaskan dalam Persamaan (2). 

𝑂 =  ∑𝑛
𝑖=1  𝐿(𝑦𝑖 , 𝐹(𝑥𝑖)) + ∑𝑡

𝑘=1  𝑅(𝑓𝑘) +  𝐶    (2) 

Keterangan: 

𝐿(𝑦𝑖 , 𝐹(𝑥𝑖)) : fungsi loss antara nilai aktual dan prediksi 

𝑅(𝑓𝑘) : fungsi regularisasi untuk kompleksitas model 

𝐶   : Konstanta 

3. Adaptive Boosting  (AdaBoost) 

Algoritma AdaBoost adalah metode ensemble learning yang menggabungkan beberapa weak learners secara sekuensial dengan 

memberi bobot lebih besar pada sampel yang salah klasifikasi untuk membentuk strong learner yang lebih akurat [24]. Mekanisme 

adaptif ini memungkinkan model untuk fokus secara bertahap pada data sulit dengan memperbarui bobot sampel di setiap iterasi, 

meskipun rentan terhadap outlier dan noisy data, sehingga pemilihan jumlah iterasi dan kontrol learning rate menjadi sangat penting 

agar tidak terjadi overfitting. 

E. Evaluasi Model 

Evaluasi model adalah proses untuk mengukur dan menilai kinerja suatu model Machine Learning berdasarkan data uji yang 

tidak digunakan selama proses pelatihan [25]. Tujuan utama dari evaluasi ini adalah untuk mengetahui seberapa baik model mampu 

melakukan prediksi terhadap data baru, serta untuk membandingkan efektivitas antar model yang berbeda. Pada penelitian ini, 

evaluasi model klasifikasi akan memanfaatkan Confusion Matrix sebagai alat analisis performa. Confusion Matrix memberikan 

representasi visual mengenai kemampuan model dalam membedakan kelas target berdasarkan prediksi dan nilai aktual. Matriks ini 

mencakup empat elemen utama: True Positive (TP), True Negative (TN), False Positive (FP), dan False Negative (FN). Berdasarkan 

Confusion Matrix, metrik evaluasi seperti Akurasi, Presisi, Recall, dan F1-Score dapat dihitung, dengan rumus yang dijelaskan 

pada Persamaan (3), (4), (5), dan (6).  
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑆𝑈𝑀 𝑇ℎ𝑒 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑎𝑡𝑎
 𝑥 100%      (3)                  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 𝑥 100%       (4)                   

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 𝑥 100%            (5)                   

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 𝑥 100%                (6) 

 

III. HASIL DAN PEMBAHASAN 

A. Pengumpulan Data (Collecting Data) 

Langkah awal dalam penelitian ini adalah melakukan persiapan data yang akan digunakan dalam analisis. Proses ini diawali 

dengan mengimpor sejumlah library penting yang mendukung berbagai aktivitas seperti pengolahan data, pembuatan visualisasi, 

serta pengembangan model Machine Learning. Setelah semua library berhasil dimuat, langkah selanjutnya adalah mengakses 

dataset yang disimpan di Google Drive, yang kemudian dibaca ke dalam program. 

Setelah dataset berhasil dimuat, langkah selanjutnya adalah menampilkan isi data untuk melakukan peninjauan awal. Pada tahap 

ini, dilakukan identifikasi terhadap jumlah kolom dan baris, jenis data dari masing-masing fitur, serta informasi dasar lainnya yang 

akan menjadi acuan dalam proses eksplorasi dan analisis data selanjutnya. Untuk detailnya dapat dilihat pada Gambar 2. 

 

Gambar 2 Membaca dan Menampilkan Dataset 

B. Exploratory Data Analysis (EDA) 

Dataset yang telah dikumpulkan kemudian dianalisis lebih lanjut untuk memperoleh wawasan yang lebih dalam. Dari hasil 

eksplorasi, diketahui bahwa dataset ini berisi 25.000 entri data dengan total 11 fitur yang menggambarkan gejala pasien yang 

terinfeksi Monkeypox. Dataset ini mencakup delapan fitur bertipe data boolean, yaitu: Rectal Pain, Sore Throat, Penile Oedema, 

Oral Lesions, Solitary Lesion, Swollen Tonsils, HIV Infection, serta Sexually Transmitted Infection. Setiap fitur ini bernilai true 

atau false, yang menunjukkan apakah gejala atau kondisi tersebut ada pada pasien. 

Selain itu, terdapat tiga fitur yang memiliki tipe data objek, yaitu Patient_ID, Systemic Illness, dan Monkeypox. Fitur Patient_ID 

berisi nomor identifikasi pasien secara berurutan dan dikategorikan sebagai data ordinal karena nilainya dapat diurutkan 

berdasarkan urutan pasien. Fitur Systemic Illness menggambarkan kondisi klinis yang dialami oleh pasien dan termasuk dalam tipe 

data nominal, karena menunjukkan kategori penyakit sistemik yang tidak memiliki urutan hierarkis. Adapun fitur Monkeypox 

merupakan label target klasifikasi, yang menunjukkan apakah pasien positif atau negatif terhadap infeksi Monkeypox. Untuk 

detailnya dapat dilihat pada Gambar 3. 

 

Gambar 3 Informasi Struktur Dataset Pasien Cacar Monyet 
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Hasil analisa lebih lanjut ditemukan missing value sebanyak 6.216 pada fitur Systemic Illness, detailnya dapat dilihat pada 
Gambar 4 (a). Selain itu terdapat ketidakseimbangan pada kelas target, di mana jumlah data dengan label Positive mencapai 15.909, 
sementara data dengan label Negative hanya 9.091 detailnya dapat dilihat pada Gambar 4 (b). Hasil analisis korelasi juga 
menunjukkan bahwa tidak semua fitur memiliki hubungan yang kuat dengan target, detailnya dapat dilihat pada Gambar 4 (c). 
Selain itu, ditemukan ketidakkonsistenan dalam kelas target, yaitu adanya kasus dengan nilai fitur yang identik tetapi memiliki label 
yang berbeda, detailnya dapat dilihat pada Tabel 3. Dengan demikian, dapat disimpulkan bahwa terdapat empat permasalahan utama 
yang berpotensi memengaruhi akurasi model klasifikasi, yaitu: (1) nilai hilang (missing value), (2) ketidakseimbangan distribusi 
kelas pada variabel target (class imbalance), (3) inkonsistensi dalam pelabelan target (label noise), dan (4) rendahnya korelasi 
antara sebagian fitur dengan variabel target. 

                                                                   

(a)        (b)                                                                                   (c) 

Gambar 4 Missing Value (a), Distribusi Target (b) dan Korelasi Antar Fitur (c) 

Tabel 2 Anomali Dataset Pasien Cacar Monyet 

Patient_ID 
Systemic 

Illness 

Rectal 

Pain 

Sore 

Throat 

Penile 

Oedema 

Oral 

Lesions 

Solitary 

Lesion 

Swollen 

Tonsils 

HIV 

Infection 

Sexually 

Transmitted 
Infection 

MonkeyPox 

P1684 Fever FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE Negative 

P3061 Fever FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE Positive 
P3883 Fever FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE Negative 

P4395 Fever FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE Negative 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

P1970 

Swollen 

Lymph 

Nodes 

TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE Positive 

P6787 

Swollen 

Lymph 

Nodes 

TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE Positive 

P7330 

Swollen 

Lymph 

Nodes 

TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE Negative 

 

C. Preprosesing 

Tahap preprocessing ini dimulai dengan proses transformasi data, yang kemudian dilanjutkan dengan pembuatan empat variasi 
dataset. Variasi pertama berupa data asli tanpa modifikasi, variasi kedua menggunakan metode SelectKBest untuk seleksi fitur, 
variasi ketiga menerapkan teknik resampling menggunakan SMOTEENN, dan variasi keempat menerapkan kombinasi dari 
SelectKBest dan SMOTEENN. 

1. Dataset Asli Tanpa Modifikasi 

Metode preprocessing yang diterapkan pada variasi dataset ini mencakup data cleaning dan data transformation. Sebelum 

pembersihan, dataset memiliki 6.216 missing value pada fitur Systemic Illness dengan dimensi awal (25.000, 11). Setelah baris yang 

mengandung missing value dihapus, jumlah data berkurang menjadi 18.784, sehingga dimensi menjadi (18.784, 11). Selanjutnya, 

dilakukan data transformation dengan metode Label Encoding untuk fitur Patient_ID dan MonkeyPox yang bersifat ordinal, serta 

One Hot Encoding untuk fitur Systemic Illness yang bersifat nominal. Transformasi ini menambah jumlah fitur, sehingga dimensi 

akhir menjadi (18.784, 13). 
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2. Dataset dengan Seleksi Fitur SelectKBest 

Pada varian ini, dataset diproses melalui tiga tahap, yaitu data cleaning, data transformation, dan seleksi fitur. Tahap pertama, 
data cleaning, dilakukan dengan menghapus baris yang mengandung missing value, sehingga dimensi dataset berubah dari (25.000, 
11) menjadi (18.784, 11). Setelah itu, proses data transformation diterapkan untuk mengubah fitur kategorial menjadi numerik 
yang sesuai dengan kebutuhan algoritma klasifikasi. Hasil dari transformasi ini menyebabkan perubahan dimensi dataset menjadi 
(18.784, 13). Selanjutnya, dilakukan seleksi fitur menggunakan metode SelectKBest dengan mencoba nilai K dari 1 hingga 12 untuk 
menentukan jumlah fitur terbaik yang dapat meningkatkan performa masing-masing algoritma klasifikasi. Berdasarkan hasil 
evaluasi, diperoleh nilai K yang optimal untuk setiap algoritma, yakni K = 10 untuk Gradient Boosting, K = 10 untuk XGBoost, 
dan K = 8 untuk AdaBoost. Untuk algoritma Gradient Boosting dan XGBoost, fitur terbaik yang terpilih adalah Rectal Pain, Sore 
Throat, Penile Oedema, Oral Lesions, Solitary Lesion, HIV Infection, Sexually Transmitted Infection, Systemic Illness_Fever, 
Systemic Illness_Muscle Aches and Pain, Systemic Illness_Swollen Lymph Nodes, dengan MonkeyPox sebagai label target. 
Sementara itu, untuk algoritma AdaBoost, fitur terbaik yang terpilih adalah Rectal Pain, Sore Throat, Penile Oedema, HIV Infection, 
Sexually Transmitted Infection, Systemic Illness_Fever, Systemic Illness_Muscle Aches and Pain, dan Systemic Illness_Swollen 
Lymph Nodes, dengan MonkeyPox sebagai label target. Hasil seleksi fitur serta evaluasi kinerja masing-masing algoritma terhadap 
variasi nilai K dapat dilihat pada Gambar 5. 

 

Gambar 5 Grafik Perbandingan Akurasi Terhadap Jumlah Fitur (K) 

 

3. Dataset dengan Resampling SMOTEENN 

Pada varian ini, proses pengolahan data terdiri atas tiga tahapan utama, yaitu data cleaning, data transformation, dan resampling 

menggunakan metode SMOTEENN. Tahapan data cleaning dan data transformation dilakukan dengan prosedur yang identik 

dengan varian sebelumnya. Perbedaan utama terletak pada tahap akhir, yakni penerapan metode resampling untuk mengatasi 

permasalahan ketidakseimbangan distribusi kelas serta mengurangi data yang tidak konsisten. Dataset semula berdimensi (25.000, 

11). Setelah dilakukan data cleaning, sebanyak 6.216 entri yang mengandung missing value dihapus, sehingga jumlah data tersisa 

menjadi 18.784 baris dengan 11 fitur. Selanjutnya, pada tahap data transformation, dilakukan penambahan dua fitur baru hasil 

proses transformasi, yang menyebabkan dimensi dataset berubah menjadi (18.784, 13). Tahapan resampling dilakukan dengan 

menerapkan metode SMOTEENN yang mengombinasikan pendekatan oversampling dan undersampling. Pada tahap pertama, 

SMOTE digunakan untuk melakukan penyeimbangan distribusi kelas melalui sintesis data pada kelas minoritas. Setelah distribusi 

kelas menjadi seimbang, tahap berikutnya dilakukan penyaringan data menggunakan metode Edited Nearest Neighbours (ENN), 

yang bertujuan untuk mengeliminasi data anomali. Melalui kombinasi dua teknik ini, diperoleh dataset akhir dengan dimensi (7.368, 

13). 

4. Dataset dengan Kombinasi SelectKBest dan SMOTEENN 

Pada varian ini, dataset diproses melalui beberapa tahapan, yaitu data cleaning, data transformation, seleksi fitur menggunakan 

SelectKBest, dan diakhiri dengan proses resampling menggunakan metode SMOTEENN. Setiap tahapan memberikan dampak 

terhadap perubahan dimensi dataset yang digunakan untuk melatih masing-masing algoritma klasifikasi. 

Untuk algoritma Gradient Boosting, dataset semula berdimensi (25.000, 11). Setelah dilakukan data cleaning, sebanyak 6.216 

baris data dengan missing value dihapus sehingga dimensi menjadi (18.784, 11). Selanjutnya, proses data transformation 

menambahkan dua fitur baru, menjadikan dimensi berubah menjadi (18.784, 13). Setelah dilakukan seleksi fitur dengan 

SelectKBest, jumlah fitur diseleksi kembali menjadi 11, menghasilkan dimensi (18.784, 11). Terakhir, penerapan metode 

SMOTEENN mengubah dimensi menjadi (6.663, 11). 

Pada dataset yang digunakan untuk melatih algoritma XGBoost, proses perubahan dimensi identik dengan yang terjadi pada 

Gradient Boosting. Dimensi awal dataset adalah (25.000, 11). Setelah dilakukan data cleaning, sebanyak 6.216 baris data yang 

mengandung missing value dihapus, sehingga dimensi dataset menjadi (18.784, 11). Selanjutnya, pada tahap data transformation, 

dua fitur tambahan dihasilkan, yang mengubah dimensi menjadi (18.784, 13). Setelah dilakukan seleksi fitur menggunakan metode 

SelectKBest, jumlah fitur dikurangi kembali menjadi 11, sehingga dimensi menjadi (18.784, 11). Terakhir, penerapan metode 

SMOTEENN menghasilkan dataset akhir dengan dimensi (6.663, 11). 
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Sementara itu, dataset yang digunakan untuk melatih algoritma AdaBoost mengalami pola perubahan yang hampir serupa, 

dengan perbedaan pada hasil akhir seleksi fitur. Dataset awal berdimensi (25.000, 11), kemudian menjadi (18.784, 11) setelah data 

cleaning, dan meningkat menjadi (18.784, 13) setelah data transformation. Setelah dilakukan seleksi fitur menggunakan 

SelectKBest, jumlah fitur terpilih berkurang menjadi 9, sehingga dimensi menjadi (18.784, 9). Setelah melalui proses resampling 

dengan SMOTEENN, dimensi dataset akhir menjadi (6.478, 9). 

D. Training Model 

Pada tahap ini, dilakukan percobaan pelatihan model klasifikasi dengan menggunakan empat varian dataset untuk mengevaluasi 

pengaruh metode SelectKBest dan SMOTEENN terhadap performa model. Pembagian data dilakukan dengan rasio 80% untuk data 

pelatihan (training) dan 20% untuk data pengujian (testing), menggunakan parameter random_state = 42 untuk memastikan hasil 

yang konsisten dan dapat direproduksi. Varian pertama merupakan dataset asli yang tidak mengalami modifikasi. Varian kedua 

menggunakan teknik SelectKBest untuk melakukan seleksi fitur dengan memilih fitur-fitur paling relevan berdasarkan tingkat 

korelasi terhadap target. Varian ketiga menerapkan metode SMOTEENN yang bertujuan untuk menyeimbangkan distribusi kelas 

serta menghapus data yang tidak konsisten. Sementara itu, varian keempat merupakan kombinasi dari dua metode sebelumnya, 

dengan urutan proses berupa seleksi fitur menggunakan SelectKBest terlebih dahulu, kemudian diikuti oleh resampling 

menggunakan SMOTEENN pada fitur-fitur yang telah terpilih. Tiga algoritma pembelajaran mesin yang digunakan dalam proses 

pelatihan model adalah Gradient Boosting, XGBoost, dan AdaBoost. Setelah proses pelatihan selesai, performa setiap kombinasi 

varian dataset dan algoritma dibandingkan menggunakan Confusion Matrix, dengan mengukur metrik Accuracy, Precision, Recall, 

dan F1 Score. 

E. Evaluasi Model 

Pada tahap evaluasi, performa ketiga model (Gradient Boosting, XGBoost, dan AdaBoost) diukur dengan menggunakan 

Confusion Matrix pada empat varian dataset. Evaluasi pertama dilakukan terhadap model yang dilatih menggunakan dataset asli 

tanpa modifikasi. Berdasarkan hasil evaluasi ini, akurasi tertinggi diperoleh oleh algoritma AdaBoost sebesar 71,63%, diikuti oleh 

Gradient Boosting sebesar 71,39%, dan XGBoost sebesar 69,10%. Rincian lebih lanjut mengenai hasil evaluasi ini disajikan pada 

Tabel 3 dan Gambar 6. 

 Tabel 3 Hasil Evaluasi Model Klasifikasi dengan Dataset Asli Tanpa Modifikasi 

Model Accuracy Recall Precision F1 Score 

Gradient Boosting 71.39% 71.39% 68.96% 67.82% 

XGBoost 69.10% 69.10% 66.62% 67.01% 

AdaBoost 71.63% 71.63% 69.34% 68.66% 

 

Gambar 6 Confusion Matrix Model Klasifikasi dengan Dataset Asli Tanpa Modifikasi 

 
Evaluasi kedua dilakukan terhadap model yang dilatih menggunakan dataset hasil seleksi fitur. Hasil evaluasi menunjukkan 

bahwa penerapan metode SelectKBest mampu meningkatkan akurasi pada ketiga algoritma yang diuji. Akurasi algoritma Gradient 
Boosting mengalami peningkatan sebesar 0,21%, dari 71,39% menjadi 71,60%. Sementara itu, XGBoost menunjukkan peningkatan 
akurasi yang paling signifikan, yakni sebesar 2,71%, dari 69,10% menjadi 71,81%. Algoritma AdaBoost juga mengalami 
peningkatan sebesar 0,18%, dari 71,63% menjadi 71,81%. Rincian hasil evaluasi secara lengkap dapat dilihat pada Tabel 4 dan 
Gambar 7. 

Tabel 4 Hasil Evaluasi Model Klasifikasi Pada Dataset Setelah Seleksi Fitur 

Model Accuracy Recall Precision F1 Score 

Gradient Boosting dengan SelectKBest 71.60% 71.60% 69.27% 68.13% 

XGBoost dengan SelectKBest 71.81% 71.81% 69.60% 68.08% 

AdaBoost dengan SelectKBest 71.81% 71.81% 69.58% 68.71% 
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Gambar 7 Confusion Matrix Model Pada Dataset Hasil Seleksi Fitur 

 
Evaluasi ketiga dilakukan pada model yang dilatih menggunakan dataset hasil resampling dengan metode SMOTEENN, 

sebagaimana ditunjukkan pada Gambar 4.10. Hasil evaluasi menunjukkan bahwa model yang dilatih dengan data hasil resampling 
ini menghasilkan akurasi yang lebih tinggi dibandingkan dengan model yang menggunakan dataset asli maupun dataset hasil seleksi 
fitur. Algoritma XGBoost mencatat akurasi tertinggi sebesar 80,26%, diikuti oleh algoritma Gradient Boosting dengan akurasi 
sebesar 79,78%, serta AdaBoost yang memperoleh akurasi sebesar 78,83%. Rincian hasil evaluasi secara lengkap disajikan pada 
Tabel 5 dan Gambar 8. 

Tabel 5 Hasil Evaluasi Model Klasifikasi Pada Dataset Setelah Resampling 

Model Accuracy Recall Precision F1 Score 

Gradient Boosting dengan SMOTEENN 79.78% 79.78% 79.82% 79.80% 

XGBoost dengan SMOTEENN 80.26% 80.26% 80.44% 80.33% 

AdaBoost dengan SMOTEENN 78.83% 78.83% 78.49% 78.58% 

 

Gambar 8 Confusion Matrix Model Pada Dataset Hasil Resampling 

 
Evaluasi keempat dilakukan pada model yang dilatih menggunakan dataset hasil kombinasi metode SelectKBest dan 

SMOTEENN. Hasil evaluasi menunjukkan bahwa akurasi model pada varian ini lebih tinggi dibandingkan dengan model yang 
dilatih menggunakan dataset varian lain. Berdasarkan hasil yang diperoleh, algoritma XGBoost mencapai akurasi sebesar 100%, 
diikuti oleh Gradient Boosting dengan akurasi 98,57%, dan AdaBoost sebesar 89,97%. Rincian lengkap hasil evaluasi disajikan 
pada Tabel 6 dan Gambar 9. 

Tabel 6 Hasil Evaluasi Model Klasifikasi Pada Dataset Hasil Kombinasi SelectKBest dan SMOTEENN 

Model Accuracy Recall Precision F1 Score 

Gradient Boosting dengan SelectKBest & SMOTEENN 98.57% 98.57% 98.60% 98.60% 

XGBoost dengan SelectKBest & SMOTEENN 100.00% 100.00% 100.00% 100.00% 

AdaBoost dengan SelectKBest & SMOTEENN 89.97% 89.97% 89.91% 89.91% 

 

 

Gambar 9 Confusion Matrix Model Pada Dataset Hasil Kombinasi SelectKBest dan SMOTEENN 
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Berdasarkan evaluasi terhadap empat model klasifikasi penyakit cacar monyet menggunakan algoritma Gradient Boosting, 

XGBoost, dan AdaBoost, diperoleh hasil bahwa kombinasi antara teknik seleksi fitur SelectKBest dan metode resampling 

SMOTEENN memberikan kontribusi paling signifikan terhadap peningkatan akurasi model. Penggunaan SMOTEENN secara 

mandiri menempati peringkat kedua dalam hal pengaruh terhadap akurasi, sedangkan penerapan SelectKBest saja menunjukkan 

dampak yang paling rendah dibandingkan metode lain. Untuk perbadingan tingkat akurasi setiap model dapat dilihat pada Gambar 

10. 

 

 

Gambar 10 Komparasi Model Klasifikasi 

 

IV. KESIMPULAN DAN SARAN 

A. Kesimpulan 

Berdasarkan hasil penelitian, dapat disimpulkan bahwa penerapan metode SelectKBest mampu meningkatkan akurasi pada 
ketiga algoritma klasifikasi yang diuji (Gradient Boosting, XGBoost,AdaBoost)  dengan peningkatan tertinggi sebesar 2,71% pada 
XGBoost. Selain itu, penggunaan teknik resampling (SMOTEENN) untuk mengatasi ketidakseimbangan kelas dan 
ketidakkonsistenan label juga berkontribusi signifikan terhadap peningkatan akurasi, di mana XGBoost mencatat akurasi tertinggi 
sebesar 80,26%. Kombinasi antara SelectKBest dan SMOTEENN menghasilkan performa terbaik, dengan akurasi mencapai 100% 
pada XGBoost, 98,57% pada Gradient Boosting, dan 89,97% pada AdaBoost. Temuan ini menunjukkan bahwa kombinasi 
SelectKBest dengan SMOTEENN merupakan pendekatan yang paling efektif dalam meningkatkan kinerja model klasifikasi pada 
dataset penyakit cacar monyet. 

B. Saran 

Berdasarkan hasil dan temuan dalam penelitian ini, terdapat beberapa saran yang dapat dijadikan pertimbangan untuk penelitian 

selanjutnya. Pertama, mengingat ditemukannya ketidakkonsistenan label target pada tahap Exploratory Data Analysis (EDA), 

disarankan agar seluruh dataset divalidasi ulang oleh tenaga medis untuk meningkatkan kualitas data dan menghindari pembelajaran 

model dari informasi yang tidak akurat. Kedua, disarankan untuk mengeksplorasi metode lain dalam mengatasi ketidakkonsistenan 

label target, seperti penerapan CleanLab yang tersedia dalam Library Scikit-learn, untuk memperoleh hasil klasifikasi yang lebih 

baik. 
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