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Abstract— Dalam masa pandemi masih banyak orang yang kurang tertib dalam mematuhi protokol kesehatan terutama dalam
penggunaan masker baik itu aktivitas didalam ruangan maupun diluar ruangan. Oleh karena itu diperlukan sebuah sistem yang dapat
mendeteksi atau mengidentifikasi sebuah objek berupa penggunaan masker. Dalam penelitian ini menggunakan Metode YOLO
yang memiliki arsitektur dari Algoritma Convulational Neural Network (CNN), dengan menggunakan darknet53 untuk men
training model pada metode YOLO agar dapat mendeteksi objek secara real-time. Dalam mengidentifikasi objek menggunakan
metode YOLO terhadap penggunaan masker, sistem dapat berjalan dan dapat mendeteksi objek dengan cukup akurat Dengan
mendapatkan nilai precission sebesar 74%, nilai recall memiliki 50%, dan tingkat akurasi sebesar 74%.sistem dapat dikatakan
berhasil dalam mengidentifikasi pemakaian masker dengan menggunakan metode YOLO dengan tingkat keakurasian cukup baik.

Kata Kunci : Convulational Neural Network, YOLO, Deteksi Objek, Citra Digital, Masker.

I. PENDAHULUAN

Dalam kurun waktu dua tahun dimasa pandemi ini masih banyak kasus yang terpapar COVID-19, Dibatasinya mobilitas dan
mencegah kerumunan di tempat terbuka serta selalu menerapkan 3M, memakai masker dan mencuci tangan dengan sabun[1].
diharapkan dapat memutus rantai penularan virus COVID-19 ini. Baru-baru ini vaksin COVID-19 sudah di temukan dan sudah
banyak yang di suntik vaksin untuk mencegah terpapar dari COVID-19, Meski begitu kita juga harus tetap mematuhi protokol
kesehatan yang ada agar terhindar dari orang-orang yang terinfeksi tanpa adanya gejala. Oleh karena itu, di harapkan dengan
menerapkan Physical Distancing dan penggunaan masker sebelum memasuki ruangan dan berpergian dapat mengindari penyebaran
COVID-19. Meskipun masih banyak masyarakat yang abai akan protokol kesehatan dengan tidak menggunakan masker saat
beraktivitas

Maka dari itu untuk mencegah penyebaran COVID-19 di era New Normal ini peneliti akan membuat sebuah system untuk
mendeteksi atau mengidentifikasi penggunaan masker dengan menggunakan metode Algoritma YOLO. Metode Algoritma YOLO
merupakan salah satu Machine Learning yang sering kali digunakan sebagai pondasi untuk mendeteksi atau mengenali area wajah
dalam bentuk gambar atau video. Metode ini digunakan untuk mengenali area mana saja yang terdeteksi wajah manusia (Face
Recognition) pada sebuah gambar dengan menggunakan OpenCV. Dengan objek deteksi menggunakaan masker, tidak menggunakan
masker dengan benar, dan tidak menggunakan masker.

Dengan menggunakan arsitektur CNN pada metode Yolo ini sebagai metode yang digunakan untuk mendeteksi objek penggunaan
masker. Convulational Neural Network (CNN) merupakan salah satu algoritma yang paling sering digunakan dalam mendeteksi
objek[2], arsitektur CNN ini terbilang arsitektur yang cepat dan akurat dalam mendeteksi objek. Metode ini dapat mendeteksi secara
real-time. Dalam penelitian ini akan mengidentifikasi penggunaan masker dengan menggunakan metode YOLO yang menggunakan
darknet53 sebagai metode ekstrasi untuk memproses citra, darknet sendiri memiliki 53 lapisan konvolusional Darknet53 digunakan
untuk melatih metode YOLO ini agar dapat mendeteksi penggunaan masker secara real-time. Dengan menerapkan Image Processing
dan membuat sebuah sistem yang dapat mendeteksi penggunaan masker.

II. TINJAUAN PUSTAKA

A. Masker

Masker, juga dikenal sebagai pelindung pernapasan, adalah teknik yang digunakan untuk melindungi orang dari kontaminasi luar
seperti zat berbahaya atau ozon. Untuk mencegah terjadinya penyakit pada saluran pernafasan, penggunaan masker ini digunakan
untuk melindungi penggunanya. Masker banyak dari mereka digunakan untuk memberikan perlindungan terhadap aerosol dan polusi
partikel. Ini dapat menyebabkan sistem pernapasan buatan manusia menjadi tersumbat. Mereka yang tidak menggunakan alat
penjamin mandiri, menghilangkan debu dan aerosol dari berbagai sumber Dimensi dan sifat kimia yang berbeda mungkin bermanfaat
bagi manusia.
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B. Identifikasi

Identifikasi adalah proses mencari, memperoleh, mengumpulkan, mendaftarkan, meneliti, dan menangkap fakta dan informasi
dari “kebutuhan” lapangan. Dalam hal ini, kebutuhan dapat dibagi menjadi dua kategori: kebutuhan yang dirasakan yang secara
jelas didefinisikan sebagai kebutuhan yang mendesak dan kebutuhan yang tidak diantisipasi yang secara jelas didefinisikan sebagai
tidak mendesak.

C. Citra Digital

Citra Digital merupakan sebuah matriks dimana indeks pada baris maupun kolomnya yang mendeklarasikan pada sebuah titik
Citra tersebut dan elemen matriks[3], yang dikenal juga sebagai elemen gambar ataupun pixcel yang menyatakan tingkat keabuan
pada titik tersebut. Matriks yang dapat dinyatakan untuk Citra Digital adalah matriks yang berukuran N (baris/tinggi) x M
(kolom/lebar).

£(0,0) f01) - f(O,M-1)
f@,0) fay - fAM-1

f(N—1,0) fW-11) - f(N—-1,M-1)
Keterangan : N = jumlah baris 0 =y = N-1
M = jumlah kolom 0 =x =M -1
L = maksimal warna intensitas 0 = f(x,y) = L-1

fy) =

D. You Only Look Once (YOLO)

You Only Look Once (YOLO) merupakan sebuah algoritma yang dikembangkan untuk dapat melakukan deteksi objek secara
real-time menggunakan pendekatan yang berbeda dengan algoritma yang sebelumnya. Algoritma YOLO menggunakan pendekatan
dengan cara menerapkan jaringan saraf tunggal pada keseluruhan gambar. Pada jaringan ini gambar akan dibagi menjadi wilayah-
wilayah yang kemudian akan memprediksi kotak pembatas dan probalitas[4]

E. Convulational Neural Network (CNN)

Convulational neural network merupakan salah satu dari neural network yang sering digunakan dalam mengolah data citra. CNN
dapat digunakan dalam mendeteksi dan mengenali objek pada sebuah citra. CNN merupakan teknik yang terinpirasi dari sistem
penglihatan mamalia-manusia, yang menghasilkan persepsi visual. CNN yang terdiri dari susunan neuron yang mempunyai weight,
bias dan activation function. Convulational layer juga terdiri dari susunan neuron yang sedemikian rupa maka dari itu membentuk
sebuabh filter yang memiliki panjang dan tinggi. CNN Pada dasarnya merupakan neural network dengan memiliki banyak layer[5]

III. HASIL DAN PEMBAHASAN.

A. Hasil Penelitian

Hasil dari penelitian yang telah dilakukan berdasarkan dari hasil uji coba yang dilakukan dengan menggunakan arsitektur CNN
yang terdapa pada Model YOLO. Dengan melakukan pengujian system terhadap pendeteksian penggunaan masker yang telah
dilakukan untuk menguji seberapa akurat objek tersebut terdeteksi. Dengan menggunakan model pelatihan menggunakan darknet53
untuk tahapan training data.

B. Prosedur Penelitian

Pada penelitian yang dilakukan ada beberapa tahapan yang dilakukan untuk memulai proses penelitian pada gambar 1 yang
akan dijelaskan tahapan menelitian untuk mendapatkan hasil penelitian yang dilakukan.:
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Gambar 1 Prosedur Penelitian
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C. Pengunpulan data

Dalam proses ini mengunpulkan data untuk membantu dalam proses penelitian dengan mengumpulkan gambar kemudian
dimasukan kedalam dataset untuk kemudian diolah dengan pengolahan citra digital. Data yang akan diambil berupa gambar
dengan dibagi kedalam tiga kelas

D. Anotasi Data Atau Pelabelan Data

Sebelum data dapat dugunakan untuk melakukan sebuah proses deteksi objek agar dapat melakukan pelatihan pada
algoritma dan dapat digunakan untuk mendeteksi sebuah objek. Pertama perlu memasukan sebuah informasi terhadap algoritma
yang digunakan agar dapat memproses dan mengirimkan output dan inferensi. Dengan melakukan anotasi data agar Al dapat
mengetahui apakan data yang di inputkan berupa audio, gambar, video, atau teks. Tergantung pada fungsionalitas dan parameter
yang ditetapkan, setelah melakukan antotasi data dan model telah ditetapkan kemudian akan mengkelasifikasikan data dan
melanjutakn dengan menjalankan tugasnya. Dalam pelabelan data ini memiliki 3 class antara lain sebagai berikut, 1 = mask 2 =
badmask 3 = nomask,

Berikut merupakan proses pelabelan citra yang dilakukan sebagai berikut:

Gambar 2 Proses Labeling citra

Setelah melakukan anotasi data atau pelabelan citra didapatkan file txt yang berisi kotak pembatas atau bounding box untuk
melakukan deteksi dan uji coba pada model yolo berikut hasil labeling pada citra:

Fi 8.323437 B8.555288 8.443758 8.697917

Gambar 3 Hasil Labeling Citra

Pada setiap barisnya terdapat 5 kolom yang merupakan, id class dan kotak pembatas dengan memiliki format kordinat pada kotak
pembatas id class, kordinat x, kordinat y, kordinat w (width/ lebar) dan kordinat h (hight/tinggi).

E. Pengolahan dataset

Pada tahapan selanjutnya melakukan proses preprocessing pada dataset yang telah di beri label untuk di olah untuk kemudian
data di training. Dataset yang sebelumnya telah di anotasikan atau diberi label pada setiap class disini memiliki 3 class terdiri dari
class mask dengan 697 data, class badmask dengan 221, dan class nomask dengan 524 data dan total data foto yang digunakan
berjumalah 1.422 sebagi dataset untuk di olah. Kemudian dataset dibagi kedalam beberapa bagian antaralain data untuk training,
data untuk validation, dan data untuk festing.

1. Training Set dengan jumlah data = 991 Images
2. Validation Set dengan jumlah data = 287 Images
3. Testing Set dengan jumlah data = 300 Images

Selanjutnya tahapan preprocessing untuk mengubah gambar berdasarkan data yang dibutuhkan. Disini saya merubah reize images
menjadi ukuran 416x416 dan color pada gambar diubah kedalam grayscale atau menjadi keabuan pada seluruh dataset yang
digunakan. Berikut merupakan hasil yang di peroleh setelah melakukan preprocessing pada gambar berikut:
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Hasil dari proses resize pada citra.

Hasil dari proses ke grayscale
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original resized

Gambar 4 Hasil Resize Images

original grayscale

Gambar 5 Hasil merubah ke Grayscale

Setelah mementukan jumlah foto yang akan digunakan pada dataset, dataset telah selesai di preprocessing dan siap digunakan untuk
ketahapan proses Training. Dan berikut hasil dataset yang telah melalui proses preprocessing.

F. Training

Pada prosess pelatihan data sebelum dapat digunakan melakukan pelatihan terlebih dahulu pada dataset yang digunakan
menggunakan darknet untuk melatih model deteksi objek dengan menggunakan algoritma yolo untuk mendapatkan model pelatihan
terbaru sesuai deteksi objek yang diinginkan, algoritma yolo yang akan digunakan menggunakan versi yolov3 untuk melatih model
deteksi objek tersebut. Dalam pelatihan ini menggunakan google colab untuk melatih data yang akan digunakan. Pertama
melakukan konfigurasi terhadap model yang akan digunakan seperti pada gambar sebagai berikut:

lcp cfg/yolov3-tiny.cfg cfg/yolov3_training.cfg

Ised
Ised
!sed
Ised
Ised
Ised
Ised
!sed
Ised

-i
-i
=il

"s/batch=1/batch=64/" cfg/yolov3_training.cfg
's/subdivisions=1/subdivisions=16/" cfg/yolov3_training.cfg
‘s/max_batches = 580208/max_batches = 28808/ cfg/yolov3_training.cfg
'610 s@classes=80@classes=3@" cfg/yolov3_training.cfg

'696 s@classes=80@classes=3@" cfg/yolov3_training.cfg

'783 s@classes=-8B8@classes=3@" cfg/yolov3_training.cfg

'6083 s@filters=255@filters=24@" cfg/yolov3_training.cfg

'689 s@filters=255@ftilters=24@" cfg/yolov3_training.cfg

'776 s@filters=255@filters=24@" cfg/yolov3_training.cfg

Gambar 7 Mengatur Konfigurasi

Kemudian melanjutkan pelatihan model dengan konfigurasi yang telah diubah tadi sesuai kebutuhan pelatihan. Kemudian memulai
pelatihan dengan memasukan hasil konfigurasi tadi yang berada di deriktori darknet berikut merupakan gambar proses training
model yang dilakukan menggunakan darknet.
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1978: @.661567, 8.678546 avg loss, @.8018@@ rate, 0.621033 seconds, 126592 images, 4.3558@6 hours left

Loaded: ©.826858 seconds

v3 (mse loss, Normalizer: (iou: .75, obj: 1.88, cls: 1.88) Region 16 Avg (IOU: @.688688), count: 5, class_loss = 1.612294, iou_loss = ©.488063,
v3 (mse loss, Normalizer: (iou: @.75, obj: 1.6, cls: 1.08) Region 23 Avg (IOU: @.860000), count: 1, class_loss = ©.000012, iou_loss = ©.000000,
total bbox = 125265, rewritten_bbox = 0.000006 %

Can't open label file. (This can be normal only if you use MSCOCO): data/obj/datasetv2/M 165.txt

v3 (mse loss, Normalizer: (iou: @.75, obj: 1.8, cls: 1.8) Region 16 Avg (IOU: @.864828), count: 4, class_loss = ©.867168, iou_loss = ©.199137,
v3 (mse loss, Normalizer: (iou: .75, obj: 1.88, cls: 1.88) Region 23 Avg (IOU: @.060000), count: 1, class_loss = ©.0@0020, iou_loss = ©.000000,
total_bbox = 125269, rewritten_bbox = ©.000006 %

v3 (mse loss, Normalizer: (iou: @.75, obj: 1.8, cls: 1.08) Region 16 Avg (IOU: @.847121), count: 4, class_loss = ©.985747, iou_loss = ©.116959,
v3 (mse loss, Normalizer: (iou: @.75, obj: 1.6, cls: 1.08) Region 23 Avg (IOU: @.860000), count: 1, class_loss = ©.000010, iou_loss = ©.000000,
total_bbox = 125273, rewritten_bbox - @.000800 %

v3 (mse loss, Normalizer: (iou: @.75, obj: 1.8, cls: 1.88) Region 16 Avg (IOU: @.784812), count: 3, class_loss = ©.726857, iou_loss = ©.158294,
v3 (mse loss, Normalizer: (iou: @.75, obj: 1.6, cls: 1.08) Region 23 Avg (IOU: @.484470), count: 1, class_loss = ©.394863, iou_loss = ©.240004,
total_bbox = 125277, rewritten_bbox = ©.000008 %

v3 (mse loss, Normalizer: (iou: @.75, obj: 1.8, cls: 1.88) Region 16 Avg (IOU: @.614649), count: 4, class_loss = 1.546136, iou_loss = ©.546886,
v3 (mse loss, Normalizer: (iou: @.75, obj: 1.8, cls: 1.8) Region 23 Avg (IOU: @.319593), count: 1, class_loss = ©.418218, iou_loss = ©.470546,

total_bbox = 125282, rewritten_bbox = ©.000008 %

v3 (mse loss, Normalizer: (iou: @.75, obj: 1.8, cls: 1.e@) Region 16 Avg (IOU: @.711753), count: 4, class_loss = @.584459, iou_loss
v3 (mse loss, Normalizer: (iou: ©.75, obj: 1.88, cls: 1.88) Region 23 Avg (IOU: 6.86068@), count: 1, class_loss = £.808011, iou_loss
total_bbox = 125286, rewritten_bbox = ©.000008 %

v3 (mse loss, Normalizer: (iou: @.75, obj: 1.8, cls: 1.88) Region 16 Avg (IOU: @.668889), count: 4, class_loss = 1.808243, iou_loss - ©.330038,
v3 (mse loss, Normalizer: (iou: .75, obj: 1.8@, cls: 1.88) Region 23 Avg (IOU: @.880000), count: 1, class_loss = ©.000024, iou_loss = ©.000000,
tofal hhox = 125294. reuritfen hhox = A.PAARAA %

Gambar 8 Proses Pelatihan Model

Setelah proses pelatihan model dan mendapatkan nilai avg loss nya sebesar 0.678546 hasil tersebut cukup bagus dalam hasil
pelatihan berikut merupakan gambar hasil dari proses training yang di hentikan pada batch 2000.

9.331252,
0.600800,
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y
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Gambar 9 Charde Pelatihan Model
Setelah proses pelatihan model selesai maka didapatkan file model yang baru sesuai dengan pelatihan model yang di buat dengan
file yang berbentuk format weights. Merupakan file model untuk mendeteksi objek.

G. Preprocessing

Dalam proses processing disini menggunakan ektrasi pengubahan warna pada RGB dengan menggunakan HSV untuk merubah
warna pada citra yang akan dideteksi berikut merupakah hasil processing ektrasi menggunakan HSV. Dengan ektrasi citra warna
pada objek yang di deteksi dengan menggunakan ambang batas sebesar 100 treshold di dapatkan hasil sebagai berikut :

Tabel 1 Hasil Preprocessing Class Mask
Original Grayscale Biner (black and white)

Tabel 2 Hasil Preprocessing Class Nomask
Original Grayscale Biner (black and white)
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Tabel 3 Hasil Preprocessing Class Badmask
Original Grayscale Biner (black and white)

H. Uji Coba Sistem

Dalam tahapan ini akan melakukan pengujian sistem yang telah dibuat serta menguji coba model yang telah dilatih, apakah
model dapat berjalan dan dapat mendeteksi sebuah objek apakah tidak, serta mengukur nilai confidencenya atau tingkat kepercayaan
model pada objek yang dideteksi. Berikut dari hasil uji coba system yang dimasukan kedalam tabel sebagai berikut:

Tabel 4 Hasil Uji Coba
No Hasil Deteksi Mask Badmask Nomask Keterangan AKurasi Sesuai
Terdeteksi Tidak Tidak Masker Medis Nilai 70.68% Sesuai
Terdeteksi Terdeteksi  Confidance = 0.7068
1 Terdeteksi
menggunakan
masker
Tidak Tidak Terdeteksi ~ Masker Tidak Rapih 53.67% Tidak
Terdeteksi Terdeteksi Nilai Confidence = Sesuai
2 0.5367
Tidak Terdeteksi
Badmask
Tidak Tidak Terdeteksi Tanpa Masker 83.25% Sesuai
3 Terdeteksi Terdeteksi Nilai Confidence =
0.8325
Terdeteksi Nomask
Tidak Terdeteksi Tidak Masker Tidak Rapih 61.35% Sesuai
4 Terdeteksi Terdeteksi Nilai Confidence =
0.6135
Terdeteksi Badmask
Terdeteksi Tidak Tidak Masker Kain Nilai 92.45% Sesuai
5 Terdeteksi Terdeteksi ~ Confidence = 0.9245
Terdeteksi Mask
Terdeteksi Tidak Tidak Masker kain 83.95% Sesuai
Terdeteksi Terdeteksi Karakter
6 Nilai Confidence =
0.8395
Terdeteksi mask
Tidak Terdeteksi Tidak Masker Kain 36.29% Sesuai
Terdeteksi Terdeteksi Karakter Tidak
7 Rapih Nilai
Confidence = 0.3629
Terdeteksi Badmask
Terdeteksi Tidak Tidak Masker Kain Hitam 84.26% Sesuai
8 Terdeteksi Terdeteksi Nilai Confidence =
0.8426
Tidak Terdeteksi Tidak Masker Kain Hitam 40.10% Sesuai
9 Terdeteksi Terdeteks Tidak Rapih
Nilai Cofidence =
0.4010
Terdeteksi Tidak Tidak Masker kain 83.95% Sesuai
300 Terdeteksi Terdeteksi Karakter
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Nilai Confidence =
0.8395
Terdeteksi mask

Dari hasil uji coba yang dilakukan sebanyak 300 kali pada masing-masing class dimasukan pada table 4 dari beberapa hasil uji
coba yang dilakukan ada beberapa hasil prediksi yang tidak sesuai dengan objek yang di deteksi. Pada hasil uji coba dengan nilai
confidence dan tingkat keakurasian pada setaip class nilai tertinggi yang terdeteksi adalah nilai Confidence 0.9245 dan 92.45%
tingkat keakurasiannya dan nilai terrendah pada setiap class yang terdeteksi dengan adalah Nilai Confidence 0.4010 dan 40.10%
tikat keakurasiannya.

I. Evaluasi

Cnfusion Matrix merupakan untuk mengukur tingkat keakurasian dari model yang telah dilatih menggunakan darknet. Berikut
merupakan hasil dari evaluasi menggunakan Confusion Matrix dalam menghitung keakurasian pada model.
Table 5 Hasil Tabel Prediksi

PredlkS} Mask Badmask Nomask
AKkurasi
Mask 85 5 2
Badmask 0 40 0
Nomask 15 55 98
Keterangan : Mask =(TP=285), (FP=15),(FN=17)
Badmask = (TP =40), (FP=60),(FN=0)
Nomask =(TP=98), (FP=2),(FN=70)

Mencari nilai Avrage Precision pada pada tabel prediksi di atas dengan masing-masing nilai c/ass menggunakan rumus sebagai
berikut :

precision = 2 X100%
TP+FP
Nilai Avrage Precision pada class mask

8 — 0.85% X 100% = 85%

85+15

P(Mask) =

Nilai Avrage Precision pada class badmask.
P(Badmask) = —"— = 0.4% X 100% = 40%
Nilai Avrage Precision pada class nomask.
P(Nomask) = =~ = 0.98% X 100% = 98%

Menghitung Nilai rata-rata precision pada tabel di atas sebagai berikut:

p(mask)+p(badmask)+p(nomask
. ¢ ) X 100%
jumlah data uji

SO0 — 0.74% X 100% = 74%
Setelah mendpatkan precision kemudian menghitung Nilai Recall pada masing-masing class pada tabel Prediksi dengan
menggunakan rumus sebagai berikut:

TP
0,
TP + FN X100%

precision =

precision =

recall =
Nilai Avrage Ricall pada class mask.
recall = ——— = 0.92% X 100% = 92%
85 +7

Nilai Avrage Ricall pada class badmask.

40
40+0

recall = =1%X100% = 1%

Nilai Avrage Ricall pada class nomask
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%8~ 0.58% X 100% = 58%

98 +70

recall =

Menghitung rata-rata nilai recall pada tabel prediksi diatas sebagai berikut:

recall = r(mask)+.r(badmask)+r”(nomask) X100%
jumlah data uji
recall = 2222 = 0.50% X 100% = 50%

Menghitung tingkat akurasi pada model;
TP(mask)+TP(badmask)+TP(badmask) X 100%

accuracy =
y total data uji

85+40+98

accuracy = ——-—— = 0.74 % X 100% = 74%

Dari hasil evaluasi menggunakan confusion Matrix maka didapatkan nilai sebagai berikut:

Masing-masing nilai TP dan FP pada tiap class ialah

Mask dengan nilai TP = 85 dan FP = 15 dengan memiliki nilai Ap dan 4r sebesar 85% dan 92%

Badmask dengan nilai TP =40 dan FP = 60 dengan memiliki nilai Ap dan 4r sebesar 40% dan 1%

Nomask dengan nilai TP = 98 dan FP 2 dengan memiliki nilai Ap dan Ar sebesar 98% dan 58%

Dari keseluruhan hasil evaluasi menggunakan confusion Matrix maka didapatkan nilai precision sebesar 74% , recall sebesar 50%
dan akurasi sebesar 74%.

IV. KESIMPULAN

Penelitian yang dilakukan terhadap pembuatan sistem dengan menggunakan metode YOLO dalam mengidentifikasi penggunaan
masker secara real-time. sistem dapat dikatakan berhasil setelah melakukan uji coba dan sistem dapat berjalan serta berhasil
mengidentifikasi penggunaan masker. Nilai akurasi yang dihasilkan dalam pengujian sistem menggunakan metode YOLO ini dalam
mengidentifikasi penggunaan masker secara real-time. berhasil mendeteksi dengan cukup akurat dalam hasil uji coba sistem dengan
menggunakan metode yolo. Dengan mendapatkan nilai precission sebesar 74%, nilai recall memiliki 50% , dan tingkat akurasi
sebesar 74%.
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