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Abstract

Batik is a significant Indonesian cultural heritage with a vast diversity of motifs, making manual
classification a challenging task. This research provides a comparative analysis of two prominent deep
learning architectures, the Convolutional Neural Network (CNN), represented by VGG16, and the
Vision Transformer (ViT), represented by DeiT, for the classification of Tulungagung batik images. A
balanced dataset of 2,400 images, comprising two classes (Bangoan and Majanan), was utilized. The
experiment was conducted using three distinct training-to-testing split ratios (80:20, 70:30, and 60:40)
to evaluate model robustness. Performance was assessed using accuracy, precision, recall, F1-score,
and the confusion matrix. The results indicate that the CNN (VGG16) model consistently outperformed
the ViT (DeiT), achieving its peak accuracy of 96% on both the 80:20 and 60:40 split ratios, showcasing
high stability. The ViT (DeiT) model was more sensitive to the data split, reaching a peak accuracy of
949% with less consistent performance. We conclude that for this specific classification task, the VGG16
architecture is more robust, stable, and effective than the DeiT architecture.

Keywords: Batik Tulungagung, CNN, VGG16, Vision Transformer, DeiT

I. Introduction

Batik, as an intangible cultural heritage of Indonesia recognized by UNESCO, has an
extraordinary diversity of motifs, each of which embodies the philosophy and identity of its region of
origin [1]. Among this wealth, batik from Tulungagung, East Java, has its own distinctive
characteristics, such as the Bangoan and Majanan motifs. However, the high visual similarity between
motifs often poses a challenge in the identification process, particularly for the general public or even
collectors, which can lead to confusion. To address this issue effectively, deep learning-based image
classification technology offers a highly promising solution.

Image classification is the process of analyzing digital images that enables computers to identify
objects within them [2]. Two leading architectures in this field are Convolutional Neural Networks
(CNNs) and Vision Transformers (ViTs). CNNs, represented by models such as VGG16, have proven
to be highly reliable in extracting visual features hierarchically, from edges to complex shapes [3], [4].
Meanwhile, ViT, represented by DeiT, is a more modern architecture that uses self-attention
mechanisms and demonstrates high data efficiency [5], [6].

Previous studies have applied deep learning methods to batik classification, mostly focusing on
CNN architectures [7], [8], [9]. However, there is still a research gap in direct comparisons between
established CNN architectures and newer Transformer architectures on specific and controlled batik
datasets. Many studies have not evaluated which model is more robust and stable when faced with
variations in the amount of training data.
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This study aims to answer the question: which of the proven reliable classical architecture
(VGG16) and efficient modern architecture (DeiT) is more suitable for the specific task of batik image
classification This study conducts a direct comparative analysis of the two models on the Tulungagung
batik dataset to evaluate their accuracy, stability, and effectiveness [10], [11].

II. Methods

This chapter describes in detail the systematic steps taken in the research to perform a comparative
analysis between the CNN (VGG16) and ViT (DeiT) architectures. This methodology is designed to
ensure that the evaluation and comparison of the two models are conducted objectively, validly, and
reproducibly [12], [13]. The discussion will cover several key stages, starting with a description and
preparation of the dataset used, followed by a detailed explanation of the model architecture, the
experimental scenario design including three data splitting ratios, and the definition of evaluation metrics
that serve as performance benchmarks.

PROBLEM > LITERATURE > DATA
IDENTIFICATION STUDY COLLECTION
CNN l
IMPLEMENTATION
EVALUATION and PREPROCESSING
COMPARISON DATA
ViT
IMPLEMENTATION

Figure 1. Research Stages

1. Problem Identification

This first stage forms the foundation of the entire study. Here, researchers formulate the main
problem to be solved, namely the difficulty in accurately identifying and distinguishing the distinctive
batik motifs of Tulungagung (Bangoan and Majanan), especially for the general public. The objective
of this stage is to establish the urgency and scope of the study, namely the need for a reliable automatic
classification system to assist in cultural preservation and education.

2. Literature Study

Once the main problem has been identified, the next step is to conduct a literature study to review
relevant previous research. This stage involves exploring various image classification methods,
particularly the application of deep learning architectures such as CNN (VGGI16) and Vision
Transformer (DeiT) in similar cases. The aim is to understand existing approaches and identify strengths,
weaknesses, and gaps in research that can be filled [14].

3. Data Collection

At this stage, the dataset used to train and test the model was collected. For this study, the process
involved collecting 2,400 images of Tulungagung batik consisting of two classes, namely Bangoan and
Majanan can be seen in figure 2. The data was collected from various digital collections to ensure
sufficient diversity [15].
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Figure 2. Batik Majanan and Batik Bangoan

4. Data preprocessing

The raw data that has been collected then goes through a preprocessing stage to ensure its quality
and readiness before being fed into the model. This process includes cleaning the data of irrelevant
images, resizing all images to 224x224 pixels for uniformity, and applying data augmentation techniques
(such as rotation, flipping, and zooming) to enrich the dataset's variety. After that, the prepared dataset
is then divided into training data and test data using three different ratio scenarios, namely 80:20, 70:30,
and 60:40, to test the robustness of the model in various conditions.

5. Implementation of CNN (VGG16) and ViT (DeiT)

This stage is the core of the experiment, where the two architectures to be compared are
implemented. The CNN model (VGG16) and the Vision Transformer model (DeiT) are built and trained
separately using the prepared dataset. To test the models' robustness and ensure a fair comparison,
training is conducted across three distinct data split scenarios: 80:20, 70:30, and 60:40 (training:testing).

CNN (VGG16) uses the standard VGG16 architecture consisting of 13 convolution layers with
3x3 filters and 3 fully-connected layers. This model was chosen because of its simple structure, yet it
has proven to be very reliable for image classification and transfer learning tasks.

Vision Transformer (DeiT) uses the DeiT architecture. This model was chosen because it is a
ViT variant designed to be efficiently trained on datasets that are not too large (such as ImageNet-1K)
through distillation techniques, making it relevant for the dataset in this study.

6. Evaluation

An evaluation was conducted to comprehensively assess and compare the performance of the
CNN (VGG16) and ViT (DeiT) models in classifying two types of Tulungagung batik, namely Bangoan
and Majanan. The test results were analyzed using the metrics of Accuracy, Precision, Recall, F1-Score,
and Confusion Matrix. These metrics provide deep insights into the accuracy level, model stability across
various data splitting scenarios, and its ability to recognize each batik class fairly.

The performance of the CNN (VGG16) and ViT (DeiT) models was comparatively evaluated
using several key metrics, including accuracy, precision, recall, F1-score, and the confusion matrix, to
assess their effectiveness in classifying the two types of Tulungagung batik Bangoan and Majanan.

a. Accuracy is calculated using equation :

TP+TN
0
Accuracy = 00 X 100% (1)

Accuracy measures the percentage of correct predictions out of the total predictions made, by
comparing the number of true positives (TP) and true negatives (TN) against the total number of
samples.
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b.  Precision is computed using equation:

TP
TP+FP

Precision = X 100% 2)

Precision evaluates how accurate the positive predictions are, by comparing the number of
correctly predicted positives (TP) to all predicted positives (TP + FP).

c. Recall is calculated using equation:
TP
— 0,
Recall = N < 100% 3)

Recall measures the model’s ability to identify all relevant positive samples, by comparing true
positives (TP) to the total actual positives (TP + FN).

d.  F1-Score is calculated using equation:

F1 = 2 x Rrecisionrecall @

precision+recall

The F1-Score is the harmonic mean of Precision and Recall, providing a balanced evaluation of
the model's performance, especially in cases of imbalanced datasets.

The evaluation results were then visualized using bar charts to directly compare the scores of each
metric between VGG16 and DeiT, as well as a Confusion Matrix to reveal prediction patterns and the
types of errors made by each model. These visual tools are highly effective in identifying which model
is superior, understanding where classification errors frequently occur, and serving as a strong foundation
for selecting the best model and improving upon it in future research.

III. Results and Discussions

This study developed a system to compare two advanced deep learning architectures for batik
classification: the Convolutional Neural Network (CNN), represented by VGG16, and the Vision
Transformer (ViT), represented by DeiT. Unlike traditional methods that rely on pre-defined features,
these models perform automatic feature extraction. The VGG16 architecture learns hierarchical visual
features through its stacked convolutional layers, identifying patterns from simple edges to complex
motifs. In contrast, the DeiT architecture utilizes a self-attention mechanism to learn global contextual
relationships between different patches of an image.

All images in the dataset were classified into two categories, namely Bangoan and Majanan, and
were subsequently resized to 224x224 pixels to meet the input requirements of both models.
Furthermore, data augmentation techniques, including rotation and flipping, were applied to enhance the
dataset's diversity and improve model generalization. The prepared images were then fed directly into
the VGG16 and DeiT models, which internally process the pixel data to learn the distinguishing features
for classification.

Figure 3. Augmentation Data

Figure 3. illustrates the data augmentation process, a key step in preparing the image dataset for
model training. The process begins with the original batik image. To enrich the dataset and improve the
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model's ability to generalize, several augmentation techniques are applied, including horizontal and
vertical mirroring. Horizontal flip creates a new image that is a mirror reflection of the original along
the vertical axis, effectively simulating a view of the batik from the opposite side. Similarly, vertical
flip creates an upside-down version of the image. By applying these transformations, the model is
trained on a wider variety of orientations, helping it to learn the core features of each batik motif
regardless of its position. This technique significantly increases the effective size of the dataset without
requiring new images, thereby reducing the risk of overfitting. To evaluate the models' robustness under
various conditions, the total dataset of 2,400 images was divided into training and testing sets using
three distinct scenarios. These scenarios, detailed in Table 1, correspond to train-to-test split ratios of
80:20, 70:30, and 60:40. This multi-ratio approach ensures a comprehensive performance comparison.
Table 1. Dataset Distribution Per Ratio

Training Testing Total Total
No. Rasio Sample Sample Training Testing
(per Class) (per Class) Data Data
80:20 960 240 1920 480
2. 70:30 840 360 1680 720
60:40 720 480 1440 960

The implementation of these three distinct scenarios, as detailed in Table 1, is a crucial part of the
experimental methodology. This approach was designed to thoroughly test the robustness and
generalization capability of each model under different conditions. By evaluating performance across
ratios with varying amounts of training data, this study provides a more comprehensive comparison,
revealing how each architecture CNN (VGG16) and ViT (DeiT) adapts to data availability. The
subsequent sections will describe the specific model architectures and the metrics used for their
evaluation.

1. CNN VGG16 Perfomance Analysis

The Convolutional Neural Network (CNN) model used in this study is based on the VGG16
architecture, which is well-regarded for its simplicity and effectiveness in image classification tasks.
Leveraging transfer learning, the model was fine-tuned to classify images of Batik Bangoan and Batik
Majanan using a balanced dataset. The performance of VGG16 was evaluated under three different data
splitting scenarios 80:20, 70:30, and 60:40 where each configuration provides a distinct distribution of
training and testing data. This section provides a detailed analysis of the model's performance metrics,
including accuracy, precision, recall, F1-score, and confusion matrix results. The objective is to assess
the robustness, consistency, and generalization capability of the VGG16 model across varying data
availability conditions.

1.1. Split Ratio 80:20

The CNN (VGG16) implementation with an 80:20 split ratio demonstrates exceptionally high
and stable performance. During development, a validation set is used to assess the model during training
and prevent overfitting, while the final model is assessed using a test set of previously unseen data. This
separation is crucial for an objective evaluation of the model's ability to generalize.

The final evaluation on the test set yielded an outstanding accuracy of 0.96, meaning that 96% of
the test data was correctly classified. The detailed performance results for this evaluation are shown in
Table 2.
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Table 2. Evaluation Of The Results CNN VGG16 Split Ratio 80:20

No. Class Precision Recall F1-Score Accuracy
1. Bangoan 0.94 0.98 0.96 0.96
2. Majanan 0.98 0.94 0.96 '

The 80:20 test set evaluation shows the CNN (VGG16) model performs exceptionally well in
classifying the two types of Tulungagung batik. For the Bangoan class, the model achieved a Precision
of 0.94 and an outstanding Recall of 0.98, resulting in a very high F1-score of 0.96. This indicates the
model is extremely effective at identifying almost all Bangoan images. Similarly, for the Majanan class,
the performance was also superior, with an excellent Precision of 0.98 and a strong Recall of 0.94,
leading to an identical F1-score of 0.96. Overall, the model achieves an outstanding accuracy of 0.96.
The macro and weighted averages are also uniformly 0.96 for Precision, Recall, and F1-score, indicating
a highly accurate, stable, and well-balanced performance across both classes.

Confusion Matrix - VGG16 (Test Set)
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Batik Bangoan
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Batik Majanan
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Batik Bangoan Batik Majanan
Predicted Label

Figure 4. Confusion Matrix CNN VGG16 Split Ratio 80:20

A confusion matrix was used to visualize the performance of the CNN (VGG16) model on the
80:20 data split, which involved a test set of 480 images (240 for Batik Bangoan and 240 for Batik
Majanan). The results demonstrated a highly accurate and consistent classification performance. For the
Batik Bangoan class, the model performed nearly perfectly, correctly identifying 236 out of 240 images
(True Positives) with only 4 misclassifications. Its performance on the Batik Majanan class was also
solid, with 226 correct classifications (True Negatives) and 14 incorrect ones. With a total of only 18
misclassifications, the model achieved an overall accuracy of 0.96, proving that the VGG16 architecture
is highly reliable and generalizes well for this specific batik classification task.

1.2. Split Ratio 70:30
The CNN (VGG16) application with a 70:30 split ratio demonstrates excellent performance. The
test set evaluation results can be seen in Table 3.
Table 3. Evaluation Of The Results CNN VGG16 Split Ratio 70:30

No. Class Precision Recall F1-Score Accuracy
1. Bangoan 0.94 0.95 0.95 0.95
2. Majanan 0.95 0.95 0.95 ’
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The 70:30 test set evaluation shows the CNN (VGG16) model performs with impressive and
exceptionally balanced results in classifying the two types of Tulungagung batik. For the Bangoan class,
the model achieved a Precision of 0.94, a Recall of 0.95, and an Fl-score of 0.95. Remarkably, the
performance for the Majanan class was nearly identical, with a Precision of 0.95, a Recall of 0.95, and
an Fl-score of 0.95, demonstrating a perfectly symmetrical and unbiased performance. Overall, the
model achieves a high accuracy of 0.95. The macro and weighted averages are also uniformly 0.95 for
Precision, Recall, and Fl-score, indicating a highly consistent and exceptionally well-balanced
performance across both classes.

Confusion Matrix - VGG16(Test Set)

300
250
200
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-50

Bangoan Majanan
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Figure 5. Confusion Matrix CNN VGG16 Split Ratio 70:30

The confusion matrix in Figure 5 demonstrates the model's highly balanced and accurate
classification on the 70:30 split ratio, though a small number of misclassifications occurred. For the
Bangoan class, out of 360 test images, 342 were correctly classified as Bangoan (True Positives), while
only 18 were misclassified as Majanan (False Negatives). Remarkably, an identical pattern of
misclassification occurred for the Majanan class, where 342 of 360 images were correctly identified
(True Negatives) and exactly 18 were misclassified as Bangoan (False Positives). This perfect symmetry
in errors underscores the model's excellent and unbiased overall performance.

1.3. Split Ratio 60:40

VGG16 with a 60:40 split ratio demonstrates outstanding performance, with a final test set
accuracy of 96%.

Table 4. Evaluation Of The Results CNN VGG16 Split Ratio 60:40

No. Class Precision Recall F1-Score Accuracy
1. Bangoan 0.95 0.98 0.97 0.96
2. Majanan 0.98 0.95 0.96 ’

The evaluation of the test set, as shown in Table 4, reveals the model's outstanding and robust
performance. For the Bangoan class, the model achieved a Precision of 0.95, a Recall of 0.98, and an F1-
score 0f 0.97. For the Majanan class, performance was equally impressive, with a nearly perfect Precision
01 0.98, a Recall of 0.95, and an F1-score of 0.96. Overall, the model attained a remarkable accuracy of
0.96, with Macro and Weighted averages for Precision at 0.97, and for Recall and F1-score at 0.96,
indicating consistently high performance across all classes regardless of sample distribution.
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Confusion Matrix - VGG16 (Test Set)

400

300

True Label

- 200

- 100

1
Bangoan Majanan

Predicted Label

Figure 6. Confusion Matrix CNN VGG16 Split Ratio 60:40

The confusion matrix in Figure 6. highlights the model's robust and highly accurate classification
performance on the 60:40 split ratio. For the Bangoan class, 472 out of 480 images were correctly
classified, with only 8 images being misclassified as Majanan. For the Majanan class, 454 images were
correctly classified, while 26 were misclassified as Bangoan. Although some misclassifications occurred,
the overall number of errors is very low, confirming the model's excellent classification capability even
on the largest test set.

2. ViT DeiT Perfomance Analysis

The Vision Transformer (ViT) model used in this study is based on the DeiT (Data-efficient
Image Transformer) architecture, a modern approach that processes images by analyzing relationships
between image patches. This model was applied to classify images of Batik Bangoan and Batik Majanan
using a balanced dataset. The performance of DeiT was evaluated under three different data splitting
scenarios 80:20, 70:30, and 60:40 where each configuration provides a distinct distribution of training
and testing data. This section provides a detailed analysis of the model's performance metrics, including
accuracy, precision, recall, Fl-score, and confusion matrix results. The objective is to assess the
robustness, consistency, and generalization capability of the DeiT model across varying data availability
conditions.

2.1. Split Ratio 80:20
The application of DeiT with an 80:20 split ratio shows promising performance. After training and
validation, the model was evaluated on the test set, achieving an overall accuracy of 90%.
Table 5. Evaluation Of The Results ViT DeiT Split Ratio 80:20

No. Class Precision Recall F1-Score Accuracy
1. Bangoan 0.85 0.97 0.91 0.90
2. Majanan 0.97 0.83 0.89 '

The evaluation on the test set indicates the model's capability in classifying the two batik types
(Bangoan and Majanan), though with notable differences between the classes. For the Bangoan class,
the model demonstrated a very high Recall of 0.97 but a lower Precision of 0.85, resulting in an F1-score
of 0.91. Conversely, for the Majanan class, it achieved an excellent Precision of 0.97 but a lower Recall
of 0.83, yielding an F1-score of 0.89.
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ViT Confusion Matrix
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Figure 7. Confusion Matrix ViT DeiT Split Ratio 80:20

The confusion matrix in Figure 7 reveals an imbalanced performance for the DeiT model on the
80:20 split ratio. For the Batik Bangoan class, the model performed exceptionally well, correctly
classifying 233 out of 240 images and misclassifying only 7 as Majanan. In stark contrast, the
performance on the Batik Majanan class was significantly weaker, with 200 images correctly identified
while 40 were misclassified as Bangoan. This significant disparity in errors indicates a predictive bias
towards the Bangoan class, highlighting a key area for improvement despite the model's overall
capability.

2.2. Split Ratio 70:30

The application of DeiT with a 70:30 split ratio shows a significantly improved and optimal
performance. After training and validation, the model was evaluated on the test set, achieving a high
overall accuracy of 94%.

Table 6. Evaluation Of The Results Vit DeiT Split Ratio 70:30

No. Class Precision Recall F1-Score Accuracy
1. Bangoan 0.93 0.97 0.95 0.94
2. Majanan 0.97 0.92 0.94 '

The evaluation on the test set indicates the model's strong and well-balanced capability in
classifying the two batik types (Bangoan and Majanan). For the Bangoan class, the model demonstrated
a high Recall of 0.97 and a strong Precision of 0.93, resulting in an excellent F1-score of 0.95. Similarly,
for the Majanan class, it achieved an outstanding Precision of 0.97 and a high Recall of 0.92, yielding a
stable F1-score of 0.94.
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ViT Confusion Matrix
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Figure 8. Confusion Matrix ViT DeiT Split Ratio 70:30

The confusion matrix in Figure 8. highlights the model significantly improved and more balanced
classification performance on the 70:30 split ratio. For the Batik Bangoan class, 348 out of 360 images
were correctly classified, with only 12 images being misclassified as Majanan. For the Batik Majanan
class, 332 images were correctly classified, while 28 were misclassified as Bangoan. Although some
misclassifications still occurred, the error distribution is far more balanced, confirming the model's
enhanced and more stable classification capability in this scenario.

2.3. Split Ratio 60:40

The application of DeiT with a 60:40 split ratio demonstrates robust performance, maintaining its
peak accuracy even with a smaller training set. After training and validation, the model was evaluated
on the test set, achieving an overall accuracy of 94%.

Table 7. Evaluation Of The Results Vit DeiT Split Ratio 60:40

No. Class Precision Recall F1-Score Accuracy
1. Bangoan 0.91 0.98 0.94 0.94
2. Majanan 0.98 0.90 0.94 '

The evaluation on the test set indicates the model's continued capability in classifying the two
batik types (Bangoan and Majanan), though with a slight return to an imbalanced profile. For the
Bangoan class, the model demonstrated an excellent Recall of 0.98 but a lower Precision of 0.91,
resulting in an F1-score of 0.94. Conversely, for the Majanan class, it achieved a nearly perfect Precision
0f 0.98 but a lower Recall of 0.90, yielding an F1-score of 0.94.
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ViT Confusion Matrix
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Figure 9. Confusion Matrix ViT DeiT Split Ratio 60:40

The confusion matrix for the 60:40 split ratio reveals the model's robust but imbalanced
performance on the largest test set. For the Bangoan class, the model performed exceptionally well,
correctly classifying 469 out of 480 images, with only 11 images being misclassified as Majanan. In
contrast, for the Majanan class, 434 images were correctly classified, while a higher number, 46, were
misclassified as Bangoan. Although the overall error rate remains low relative to the test set size, this
disparity confirms the model's predictive bias.

3. Evaluation

The evaluation results of the CNN VGG16 and ViT DeiT model show excellent performance in
classifying batik Tulungagung Figure 10.

Perbandingan Kinerja Model CNN (VGG16) vs ViT (DeiT)

Akurasi i Presisi {Macro)

1
58

Perbandingan F1-Score (Macro)

- NN (VGG
T (DT

Figure 10. Results graph for each ratio

Based on the comparison graph in Figure 10, a visual analysis confirms a significant performance
difference between the architectures, influenced by the data split ratio. In terms of Accuracy, the CNN
(VGG16) architecture demonstrates remarkable stability and superiority, achieving a peak performance
0of 96% in two different scenarios: the 80:20 and 60:40 ratios. In contrast, the ViT (DeiT) model shows
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greater sensitivity to the data distribution; its performance fluctuates from a low of 90% at the 80:20
ratio, then rises to its peak of 94%.

This trend of superiority extends to the Precision and Recall metrics. Both models were most
competitive at the 70:30 ratio, where they both scored a precision of 0.95. However, CNN (VGG16)
proved its advantage by achieving the highest precision of 0.97 at the 60:40 ratio, indicating its positive
predictions are highly reliable. Similarly, for Recall, VGG16 consistently maintained a high score of
0.96, showcasing its robust ability to identify nearly all relevant samples in each class.

The F1-Score, which harmonizes Precision and Recall to measure balanced performance,
reinforces the existing conclusion. The CNN (VGG16) model achieved the best balance with a peak
F1-Score of 0.96, proving its ability to effectively balance between minimizing false predictions and
maximizing detection. While the ViT (DeiT) model showed good performance with a peak F1-Score of
0.94, it consistently remained below the level of effectiveness achieved by VGG16.

Overall, it can be concluded that the 80:20 and 60:40 ratios were the optimal scenarios for the
CNN (VGG16) model, both yielding the highest accuracy of 96%. The ability of the CNN architecture
to maintain peak performance even with a smaller amount of training data confirms that its performance
is highly robust. In contrast, the ViT's performance was more influenced by the data distribution,
confirming that for this batik classification task, the CNN architecture is more effective and reliable.

IV. CONCLUSION

This study conducted a comparative analysis of CNN (VGG16) and ViT (DeiT) architectures for
classifying Tulungagung batik. The findings conclusively demonstrate that the CNN (VGG16)
architecture is more robust, stable, and accurate for this specific task. It achieved a higher peak accuracy
of 96% compared to DeiT's 94% and, crucially, maintained its high performance across all data split
ratios, showcasing excellent generalization. The ViT (DeiT) model, while effective, proved to be more
sensitive to the data distribution. The superiority of VGG16 suggests that its architectural design, which
excels at learning local and textural patterns, is inherently better suited for the classification of complex,
artistic motifs like batik on a moderately sized dataset.
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