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Abstract

Kopi Tembakau (KOTEM) Bondowoso is a local coffee producer specializing in Arabica ground coffee,
sourced directly from nearby farmer cooperatives. A major hurdle they face is accurately forecasting
sales, a critical factor for optimizing production and inventory. To tackle this, a hybrid forecasting
model blending ARIMA (for linear/seasonal trends) and Neural Networks (for non-linear patterns) was
developed. The study analyzed KOTEM’s sales data from September 2019 to August 2022,
preprocessed to address non-stationarity via differencing and normalization. Results revealed the hybrid
model outperformed standalone ARIMA, achieving a 1.0% MAPE (vs. ARIMA’s 1.3%). It also better
captured sales volatility and seasonal shifts, offering more dependable forecasts. ARIMA-NN could
significantly enhance KOTEM production scheduling and stock management.
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L Introduction

The business world is growing rapidly, requiring companies to analyze their business
environment and carefully anticipate potential future developments [1]. One such industry is coffee, a
valuable plantation product that plays an important role in the economy and serves as a significant
source of foreign exchange due to Indonesia’s position as the fourth largest coffee producer worldwide
[2]. Coffee is also known for its health benefits, such as lowering the risk of diabetes, boosting stamina,
relieving headaches, and improving respiratory function [3], [4]. Bondowoso Regency in East Java has
great potential for coffee production since nearly 30% of its plantations are dedicated to coffee
cultivation [5]. Among these varieties, Arabica coffee stands out with its distinctive flavor favored by
many coffee lovers.

The growth of this sector has led to an increase in companies supplying coffee products. This has
intensified competition within the business world, especially in the café sector. The coffee business
attracts many entrepreneurs because it is considered both essential and profitable. However, fierce
competition makes it challenging for companies to adjust their sales levels effectively. A successful
company is one that can align sales with production and consumer demand so that products sell
smoothly without obstacles [6]. Problems often arise when sales forecasts are inaccurate, leading to
production errors such as overproduction or underproduction. This results in unsold inventory or excess
stock, which can cause financial losses, particularly with coffee products, where excess stock cannot be
reused due to sensitivity in aroma and taste changes over time. Such issues frequently occur at
companies like Kopi Tembakau (KOTEM) Bondowoso.

KOTEM, a business owned by Mr. Bambang Suwito and established in 2012 in Kupang Village,
Pakem District, Bondowoso Regency, focuses on producing high-quality Arabica coffee powder. The
company benefits from its strategic location near local coffee plantations, allowing direct access to fresh
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green coffee beans. KOTEM independently manages the entire production chain—from selecting and
drying green beans to roasting with ovens and grinding into powder using specialized equipment.
Despite having a well-controlled production process, KOTEM faces significant challenges in accurately
forecasting sales demand. This forecasting is critical because errors in predicting sales volumes can lead
to either overproduction, resulting in excess inventory and increased holding costs, or underproduction,
causing stockouts and lost sales opportunities [7], [8]. Both scenarios negatively impact operational
efficiency and profitability.

Technically, forecasting sales involves analyzing historical sales data to identify patterns and
trends that can predict future demand [8], [9], [10]. Traditional methods like Auto Regressive Integrated
Moving Average (ARIMA) are widely used for time series forecasting due to their strong statistical
foundation in modeling linear patterns [11]. However, ARIMA has limitations in capturing nonlinear
relationships and complex patterns in data [12]. On the other hand, Neural Networks excel at learning
nonlinear dependencies but may struggle with seasonality and trend components without proper
preprocessing [13]. To overcome these individual limitations, this study applies a hybrid forecasting
approach combining ARIMA and Neural Networks (Hybrid ARIMA-NN). This method leverages
ARIMA’s strength in modeling linear components and Neural Networks’ ability to capture nonlinear
patterns, aiming to improve forecast accuracy [12].

Despite the growing use of hybrid models in various industries, there remains a research gap in
applying such advanced forecasting techniques specifically to the Arabica coffee powder market in
regions like Bondowoso. Most existing studies focus on broader agricultural products or different coffee
varieties, leaving a need for localized, product-specific forecasting models that consider unique market
dynamics and production constraints. This research addresses this gap by developing and testing a
Hybrid ARIMA-NN model tailored to KOTEM’s sales data, aiming to provide more reliable sales
forecasts that support better production planning and inventory management.

II. Method

The main objective of this research is to develop an accurate sales forecasting model for Arabica
coffee powder using a hybrid ARIMA-Neural Network. This study was carried out in several steps, as
shown in Figure 1.

ARIMA-Neural
Network Modelling

Data Collection — Pre-processing —

Model Evaluation e Testing the model Training the model

Figure 1. Arabica Coffee Sales Forecasting Methods

The research process begins with a comprehensive collection of data from KOTEM Bondowoso,
ensuring that the dataset accurately captures historical sales trends as well as seasonal fluctuations. Once
gathered, the data undergoes careful cleaning to address missing entries, inconsistencies, and any
anomalies, thereby maintaining its quality and reliability [14]. To prepare the data for analysis,
techniques such as differencing are applied to remove trends and stabilize the series, making it
stationary and suitable for modelling [15]. Additionally, normalization is performed to scale the data
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uniformly, which is particularly important for the Neural Network to learn effectively without bias
caused by varying data ranges. The hybrid model combines the strengths of ARIMA, which excels at
modeling linear trends and seasonal patterns in time series data, with the Neural Network’s ability to
detect complex, nonlinear relationships that may exist within the sales figures [13]. This integrated
approach aims to produce forecasts that are more accurate than those generated by either method alone.
After training the model on historical data, its predictive capability is tested using new, unseen data.
The model’s accuracy is evaluated using the Mean Absolute Percentage Error (MAPE), a metric that
expresses the average prediction error as a percentage, providing an intuitive measure of how close the
forecasts are to actual sales [16].

III. Results and Discussion

This The data collection process involved conducting interviews to gather relevant information
for this study. During these interviews, sales data of Arabica coffee powder were obtained. The
collected sales data from KOTEM Bondowoso, covering the period from September 2019 to August
2022, are presented in Figure 2.
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Figure 2. Sales of Arabica coffee (Sep 2019- Nov 2021)

Figure 2 shows that the data appears to be stationary. However, to confirm stationarity, tests
must be conducted on both the variance and the mean of the data. The stationarity in variance can be
assessed using the Box-Cox transformation plot [17]. The stationarity in mean can be evaluated through
methods such as the Box-Cox test, as well as Autocorrelation Function (ACF) and Partial
Autocorrelation Function (PACF) plots [18].
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Figure 3. Stationary test of data through the Box-Cox plot
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Figure 4. Stationary data test through (a) ACF and (b) PACF Plots

The Box-Cox plot test is performed to determine the rounded value of the data. In Figure 3, the
rounded value is -0.22, indicating that the data is not yet stationary. Data is considered stationary if the
rounded value equals 1, which means differencing will be required to achieve stationarity [17]. In the
subsequent stationarity test using ACF and PACF plots as shown in Figure 4, it is observed that only
lag one falls outside the confidence bounds. Since only one lag exceeds the limit, the data can be
considered stationary with respect to the mean. According to this test, data is deemed stationary if no
more than three lags fall outside the bounds. However, differencing is still necessary because, based on
the Box-Cox test results, the data does not yet meet the criteria for stationarity [18]. Differencing is a
process used to transform a non-stationary time series into a stationary one [19]. After applying
differencing, the Box-Cox test results show that the rounded value has reached 1, indicating that the
data is now stationary in terms of variance.

After the data becomes stationary, the next step is model estimation or selecting potential
ARIMA models. From this process, several candidate ARIMA models were identified, including
(0,1,1), (1,1,0), (1,1,1), (1,1,2), and (2,1,1). Among these candidates, the best-fitting ARIMA model
was determined to be the (2,1,1) model with a p-value of 0 based on Table 1. The optimal ARIMA
model, (2,1,1), was used for forecasting, producing the predictions shown in Table 2.
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Table 1. ARIMA final model’s parameters

Type Coef SE Coef T-Value P-Value
AR 1 -1,620 0,207 -7,81 0,000
AR 2 -0,701 0,156 -4.48 0,000
MA 1 -0,945 0,205 -4,61 0,000

Table 2. Arabica coffee powder prediction using ARIMA

No Time Actual Prediction Residual ARIMA
Data
1 September 2019 492 487,422 -4,086404240
2 October 2019 485 494,984 -3,000871600
3 November 2019 494 488,249 -1,202103680
4 December 2019 490 494,052 1,002318439
5 January 2020 500 489,575 6,215606579
35 July 2022 488 493,325 -1,774414620
36 August 2022 495 493,376 5,279546218

Table 2 shows the predictions of Arabica coffee powder prices using the ARIMA model from
September 2019 to August 2022. The predicted values are quite close to the actual prices, with small
differences (residuals) between them. This suggests that the ARIMA model does a good job of capturing
the main trends and linear patterns in the data. However, the residuals, both positive and negative,
indicate that the ARIMA model doesn’t fully explain all the fluctuations in the data. These leftover
differences might be due to more complex, non-linear patterns that ARIMA alone can’t capture. To
address this, the residuals from the ARIMA model can be further analyzed using a Neural Network.
This hybrid approach aims to improve the accuracy by modeling the non-linear parts that ARIMA
misses, combining the strengths of both methods. Hybrid ARIMA-NN is designed to leverage the
strengths of both methods. Generally, the hybrid model can be expressed as Equation 1 [20].

Yf = Lt + Nt (1)
Where:
L; : Residual values obtained from the ARIMA model
A : Predicted values from the Neural Network that model the non-linear components
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Figure 5. Comparison of Arabica coffee prediction using ARIMA and ARIMA-NN
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Figure 5 presents the forecasted prices of Arabica coffee powder using the hybrid ARIMA-NN
model, compared alongside the ARIMA model predictions and the actual data. The figure illustrates a
clear comparison between actual sales data, ARIMA forecasts, and hybrid ARIMA-NN forecasts from
September 2019 to August 2022. The actual sales data shows noticeable fluctuations, reflecting real
market variability. The ARIMA model produces a relatively smooth and stable forecast, capturing the
general trend but missing many of the short-term ups and downs. In contrast, the hybrid ARIMA-NN
forecast closely follows the actual data’s peaks and valleys, indicating its ability to model both linear
and non-linear patterns effectively.

In this study, to assess the accuracy of several prediction methods used, we calculated the
MAPE. MAPE is a commonly used metric in model evaluation because it provides an average
percentage error between actual values and predicted values, making it easy to interpret. The formula
for MAPE can be expressed in Equation 2.

1 n At - Ft
MAPE = —Z
nédi=1

t

x 100% (2)

Where:
A; : The actual value at time ¢,
F; : The predicted value at time ¢,
n  : The number of observations.

The actual data and predictions were gathered using two forecasting methods: ARIMA and Hybrid
ARIMA-NN. We calculated the MAPE for each method. The results showed that the ARIMA and
Hybrid methods had MAPE values of about 1.3% and 1.0%, respectively. Based on the MAPE
calculation, the hybrid ARIMA-NN is a better approach in this study, demonstrating better accuracy
than the ARIMA.

IV. Conclusion

This study successfully developed a hybrid ARIMA-Neural Network model for forecasting
Arabica coffee powder sales, which demonstrated improved accuracy compared to the standalone
ARIMA model. The hybrid approach effectively captures linear, seasonal, and complex non-linear
patterns in the sales data, as reflected by the lower MAPE. These results indicate that combining
statistical and machine learning methods can significantly enhance forecasting performance, providing
valuable support for production planning and inventory management at KOTEM Bondowoso. For
future research, it would be beneficial to explore other hybrid models by integrating different machine
learning techniques, such as Support Vector Machines or Long Short-Term Memory (LSTM) networks,
to improve forecasting accuracy further. Additionally, incorporating external factors like weather
conditions, market trends, or promotional activities could provide a more comprehensive model.
Expanding the dataset to include more extended time periods or multiple locations may also help
generalize the model’s applicability.
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